Overview

The objective of synthesizing novel views is to build a network that can generate images of an object viewed from different angles, given only a single view of that object. It has practical applications in the field of robotics, virtual reality and computer graphics. This task is generally challenging due to the ambiguity of 3D object shape given only one single view, especially inferring the unseen parts of the object.

We inherited the idea of synthesizing novel views by combining appearance flow network (DOAFN) and completion network (TVSN) presented in [2], and added generated object contour as an additional input to the completion network, using various ways of incorporating this new information, as shown in Fig.1.

Dataset

We used the ShapeNet 3D objects dataset [3] car category as in [1] and [2], with an open source image render engine [4] to render 2D views of the 3D object from different angles.

The render engine also can generate the surface normal and object coordinates which are later used to generate visibility maps, which is an intermediate value in the network generating process. The dataset contains 7900 different cars, and each car object has $19 \times 3$ images sweeping through azimuth angles from 0 to 340\(^\circ\) (20\(^\circ\) interval), and elevation angles from 0 to 20\(^\circ\) (10\(^\circ\) interval). The figure in the banner gives an example of rendered images of a single vehicle in all 18 azimuth angle views with 0\(^\circ\) elevation angle.

Model

The full generation network is composed of two parts. The first part is the appearance flow network noted as dis-occlusion-aware appearance flow network (DOAFN). The second part is the completion network noted as transformation-grounded view synthesis network (TVSN). The two networks are trained sequentially.

Training loss:

$$L_{\text{DOAFN}} = L_1(I_s, I_{ps}) + \text{BCE}(M_{visc}, M_{visc, groundtruth}) + \text{BCE}(M_{o}, M_{o, groundtruth})$$

$$L_g = -\log(D(G(I_s))) + \alpha\log(D(F_2(G(I_s))), F_2(I_s)) + \beta\log(G_2(F_2(G(I_s))), F_2(I_s)) + \gamma\log(I_s, I_s) + \lambda \log(G(I_s))$$

$$L_D = -\log(I_s) - \log(1 - D(G(I_s)))$$

Discussion/Future Work

Our model shows comparable performance to the baseline model presented in the paper, but no significant improvement either; however, applying the generated contour mask to the final network output does show a more clearly defined object outline. Our GAN suffers from generator instability and diminished generator gradient due to an overly powerful discriminator. For future work, we will further carefully tune the weight for each term in the generator loss, and perhaps further reduce the discriminator complexity. With a satisfying first 100 epoch performance, we’ll train the network for a full 300 epochs, and reset the discriminator parameters every 100 epochs.
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