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Abstract

In many applications, the goal of a chatbot is not simply to be human-like but to achieve a conversational objective. Nicebot is a chatbot that aims to produce positive responses from those that converse with it. The Nicebot architecture consists of a standard sequence-to-sequence network that is trained using sentiment analysis and a GAN-style discriminator. Nicebot has practical applications as a customer-facing chatbot and is an example of how a chatbot can be trained to accomplish conversational objectives.

1 Introduction

Chatbots represent an important challenge in natural language processing. However, many have focused on creating merely human-like chatbots, neglecting the motivation for having conversations in the first place. In practical applications chatbots usually have a conversational objective, such as helping a user navigate a website. Many companies are using chatbots in commercial applications today, and users can often become frustrated with such bots. This motivated the author to pursue a different approach to training chatbots, with maximizing user satisfaction as a driving focus. The input was defined as a snippet of text from the user. (For the sake of simplicity it is assumed the user initiates the interaction.) The output is some text response by the model, generated word-by-word.

2 Related work

The original conception of Nicebot was as a reinforcement learning agent, and the closest thing in the literature is MILABOT, a deep RL chatbot developed for the Amazon Alexa Prize competition.[7] MILABOT’s core architecture has an RL agent choose a response from a set of options generated by an ensemble of existing natural-language models. This was different from the word-by-word approach of Nicebot, and meant that integrating sentiment analysis would have less effect on the responses of the bot.

In the commercial sphere, some companies, such as Dashbot, already offer sentiment analysis as a diagnostic tool for chatbot success.[3] However, to the extent that is publicly known, they do not use it to directly train their models.

3 Dataset and Features

We used the Cornell Movie-Dialogs Corpus. [2] This corpus contains 220,579 two-speaker conversational exchanges. This dataset was used to generate the ground-truth triplets, as well as to sample input prompts. The data was preprocessed to tokenize and sanitize the sentences, convert words into vocabulary indices, and calculate word2vec word vectors.

The data was divided into triplets of an initial prompt, a response, and a follow-up response. Here is an example of a ground-truth triplet from the dataset:

CS230: Deep Learning, Winter 2018, Stanford University, CA. (LateX template borrowed from NIPS 2017.)
Initial: Oh yes, of course. There was someone with me. A lady.
Response: Looks like you’re going to have no trouble at all. What was the lady’s name, Mr. Cluett?
Follow-up: If you don’t mind, Inspector, I’d rather not say - that is, unless it becomes absolutely essential. You see, she’s married.

The sentiment analysis model was trained using the IMDB movie review dataset with similar preprocessing. [5]

4 Methods

The proposed model for Nicebot has three components - a standard Seq2Seq query/response model, a sentiment analyzer, and a GAN-style discriminator. The Seq2Seq component is given an initial prompt and generates a response. This response is then fed to a frozen copy of the same Seq2Seq network, generating a follow-up response. This creates an initial-response-followup triplet. A discriminator receives this triplet as a response, and is trained to distinguish it from round truth triplets drawn from the dataset. The Seq2Seq model is adversarially trained to fool the discriminator, ensuring that it will generate human-like conversation triplets. Finally, the followup is fed to a frozen sentiment analyzer, and the Seq2Seq model is trained to maximize the predicted sentiment of the followup. In this way, the model maintains human-like conversation while predicting the user’s followup response and attempting to make it a positive one.

5 Experiments/Results/Discussion

The Nicebot model went through many iterations, starting as a reinforcement learning model. In this model, the sentiment analyzer was used to dynamically generate reward. However, the model did not converge to human-like behavior, and in the end backpropagating through the sentiment analyzer proved more effective. Unfortunately, the final architecture proved too complex to pin down in the short amount of time left. Combined with the computational requirements for training, this proved too ambitious an undertaking for a deep learning first-timer! However, the ideas behind the model are sound, and the approach of applying an adversarial discriminator to maintain human-like conversation while optimizing another objective holds merit.
6 Conclusion/Future Work

In the future, with more mathematical expertise, time, and computational resources, the full model would be optimized and evaluated to gauge its practical potential. One important area for expansion is in expanding the conversational scope of the model. Right now, Nicebot only considers the very last sentence and the very next one when composing a response. An interesting direction for exploration would be adding more context from previous segments of the conversation. Another direction would be to expand the look-ahead capability of Nicebot, possibly by predicting more than just one follow-up response by looping through the frozen model several times.

7 Contributions

This was a single-person project.
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