INTRODUCTION

AI systems in the videogame industry are mainly created through decision trees or reinforcement learning techniques [2,3], however, I wanted to branch off of these techniques and explore the capabilities of deep learning in creating videogame AI. In this project, I used data from my gameplay and ran it through a shallow fully-connected neural network to successfully create an AI enemy that emulated my playing style.

Penguin Tag is a two-player game where players play blue and pink penguins facing off against each other. Players must avoid getting tagged by the enemy penguins, which are the grey penguins wearing a beanie opposite of their color. Players can shoot snowballs at these enemies to change them to their team, and can also shoot snowballs at the enemy player to have a chance of slowing them down. The only inputs needed from the player are the 4 keys for movement (W,A,S,D, or arrow keys), as well as the G key or ALT key to shoot a snowball.

DATASET

The training data used was 2 hours of recorded gameplay, while test data was 10 minutes of recorded gameplay. Ten times a second, the game would record the game state as a feature vector, and also record my current key input at the time, to be used as the correct label for the game state. The reasoning for this was to create an AI that given a game state, would perform the same key input that I would [1].

Each feature vector contained 50 features total: each of the player penguins’ x and y coordinates, speed, direction, and life counts, each of enemy penguins’ x and y coordinates, directions and team, as well as up to eight snowballs’ x and y coordinates and directions. Each label was a number from 0 to 5, to represent each of the 6 different key inputs (no key, up key, right key, down key, left key, and snowball key).

To increase the amount of data acquired, I performed data augmentation by flipping the game states horizontally, vertically, and both horizontally and vertically. This quadrupled the amount of data collected, and also trains the network to perform the same actions in mirrored game states.

MODELS

There were two main model architectures used. One was a shallow fully-connected network with three hidden layers, each having 50 neurons. The second model architecture was a deep fully-connected network with eight hidden layers, each with 50 neurons. Three mini-variations of networks were created, each addressing the label imbalance in the training data in different ways:

- **All Data**: Trained on all of the data
- **Balanced Data**: Trained on all the data, with costs normalized by class frequency

<table>
<thead>
<tr>
<th>Training Time</th>
<th>No Key</th>
<th>Up Key</th>
<th>Right Key</th>
<th>Down Key</th>
<th>Total Key</th>
<th>Tradeoff Key</th>
<th>Total Data Accuracy</th>
<th>Average Accuracy</th>
<th>Achievable Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shallow Network, All Data</td>
<td>0.094</td>
<td>0.074</td>
<td>0.115</td>
<td>0.055</td>
<td>0.063</td>
<td>0.067</td>
<td>0.775</td>
<td>0.798</td>
<td>0.775</td>
</tr>
<tr>
<td>Shallow Network, No Tradeoff Data</td>
<td>0.091</td>
<td>0.062</td>
<td>0.102</td>
<td>0.056</td>
<td>0.054</td>
<td>0.057</td>
<td>0.772</td>
<td>0.786</td>
<td>0.772</td>
</tr>
<tr>
<td>Deep Network, Balanced Data</td>
<td>0.052</td>
<td>0.056</td>
<td>0.117</td>
<td>0.078</td>
<td>0.083</td>
<td>0.087</td>
<td>0.796</td>
<td>0.810</td>
<td>0.796</td>
</tr>
</tbody>
</table>

FUTURE WORK

In the future, I’d like to perform a more thorough hyperparameter search for the deep network to have it fit the data better, and perhaps create an AI that has the same frequency of no-key inputs as I do, while still being a challenging opponent. I’d also want to explore ResNets and see how an enemy trained on sequential data would perform.
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