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Abstract

Food plays an instrumental role in our everyday lives and in many ways dictates our health and experiences. This paper introduces RecipeNet, a food to recipe generator that is trained on the Recipe 1M dataset to output recipes for any given food image input. Our model used ResNet-50, ResNet-101, and DenseNet-121 convolutional neural networks in order to classify images of food and encode their features, then uses K-nearest neighbors to output recommended recipes from the Recipe 1M data set. The outputted recipes come with nutritional labels that help guide users to make the choices that are best for their nutrition goals. Our model successfully recommends relevant recipes from a given input image with DenseNet-121 having the highest average cosine loss of 0.719 between images associated with the same recipe.

1 Introduction

Food is fundamental to the human experience. It has deep ties to our health, our livelihood, our emotions, and our culture. More and more these days, people want to learn about what they are eating in order to make better nutritional decisions, but many struggle to find a place to start. Our application aims to empower people to better understand and have control over their food intake in order to help achieve their health goals. The goal of our project is to create a system that accepts an image of a meal as input and outputs closely related recipes as well as nutritional information. Given an input image, RecipeNet returns several related recipes to give options for our user to pick from, and each of these recipes comes with nutritional labels such as "under 500 calories," "vegetarian," and "protein heavy" in order to guide people to make the best nutritional decisions for themselves. Our platform could help people attain a more sophisticated understanding of health and diet, and enable them to express themselves through new recipes and cooking techniques.

2 Related Work

In developing our project, we found it extremely helpful to investigate projects aimed at accomplishing similar tasks in order to guide us in the right direction and gain a better sense of what came before us. We found that in the past decade, there has been significant progress in the collection of food-recipe datasets. In the early stages, most works followed a classical recognition pipeline, focusing on feature combination and specialized datasets (mostly Asian cuisine). However, in 2014, Bossard et al. took a step forward and introduced the holistic Food-101 visual classification dataset with 101k images divided equally among 101 classes, setting a baseline accuracy of 50.8% [1]. Two years later in 2016, Chen and Ngo presented another large dataset with 65k recipes and 110k images, but it only covered Chinese cuisine [2]. In 2017, Salvador et al. released the Recipe1M+ dataset, which was a new large-scale, structured corpus of over one million cooking recipes and 13 million food images [3]. To date, this is the largest publicly available collection of food and recipe data, and allows for the ability to train high capacity models on aligned, multi-modal data. Therefore, this is the dataset we chose to use for our project.
There have also been a variety of approaches used to tackle the food recognition issue. In 2010, Yang et al. proposed to learn spatial relationships between ingredients using pairwise features [4]. However, this was bound only to work for standardized meals. Along with the Food-101 dataset, Bossard et al. introduced a novel method to mine discriminative parts using Random Forests. Random Forests was used to discriminatively cluster superpixels into groups (leaves) and then used the leaf statistics to create features. The researchers applied a distinctiveness measure to the leaves to merge similar leaves, then used a support vector machine (SVM) to classify the food images into categories. A few years later, Herranz et al. proposed an extended multi-modal framework that explores how visual content, context, and external knowledge can be integrated into food-oriented applications. [5]. Around the same time, Min et al. presented a multi-attribute theme modeling approach that incorporates attributes such as cuisine style, course type, flavors or ingredient types [6]. The model learns a common space between different food attributes and their corresponding food images. Finally, there have some interesting papers published specifically in the realm of extracting recipes from images. Chen et al. found that the manner of cutting and cooking ingredients play substantial roles in the food’s appearance, and therefore attempted to predict ingredient, cutting, and cooking attributes given a food image [7]. On the other hand, Chang et al. looked at the possibility of several different preparations for one dish by clustering recipes based on their distance [8].

3 Dataset

Because the Recipe1M+ dataset contained 1M recipes with 13M associated images, we decided that we would take a subset of the dataset (the Recipe1M dataset) instead due to computational and time constraints. Our Recipe1M dataset includes 402,760 recipes with 887,536 associated images, which was the perfect size for our project. Below are some statistics on the Recipe1M+ dataset, which gives a general idea of our Recipe1M subset.

Besides the training images, the Recipe1M dataset was split into two dataframes. The first dataframe contains the id, ingredients, title, instructions, and original url location of all 1M recipes in the Recipe1M+ set. The second dataframes contains the ids of only the recipes in our Recipe1M set as well as a list of their associated image ids. We preprocessed the second dataset such that all the individual image ids were extracted and we instead had a dataframe that matched the image id to their respective recipes. There was a also a third separate dataset created by the authors of Recipe1M that contained nutritional information on a subset of about 51k recipes. This dataset, combined with data scraped from various websites on vegetarian/vegan ingredients, was used to preprocess the recipes to create the nutritional labels. We also preprocessed the images such that they were resized to have the shape (256, 256, 3) before we ran them through any of the CNN models.
4 Methodology

To build our system, we needed some way to determine how similar two images were, so that we could match an input image to the most similar image in our dataset. Direct pixel value comparisons are a poor method of evaluating similarity, mainly because we are concerned with the similarity in image content, not colors and object positions. From what we learned in class, we knew that later layers in a CNN could be used as an image encoding. Since each activation in later layers corresponds to some higher-level or abstract feature of the image, we knew we could use these encodings as a way to capture the content of images while ignoring pixel-value differences caused by lighting, object position, discoloration, etc.

With the goal of producing image encodings for every image in our dataset, we ran the Recipe 1M training data through a variety of convolutional neural networks, ResNet-50, ResNet-101, and DenseNet-121, each trained on the ImageNet dataset.

With our entire dataset encoded through the various CNNs, next came processing the user input. The first step is to generate an encoding of the input image by passing the input image through the same CNN used to encode the dataset. Once we have this encoding, we search linearly through the encoded dataset and calculate the $k$ nearest neighbors to the input image from among the encoded dataset. The $k$ is determined by the user depending on how many recipes they would like to see. Our system supports running nearest neighbors with either cosine similarity or euclidean distance as the distance metric between two encodings. Once the nearest neighbors are found, the recipes related to these images are displayed along with nutritional information about these recipes.

In order to get nutritional information and labels, we scraped information on ingredients that violate vegetarian, vegan, and pescetarian diets from various sites and compiled them into lists. We then looked into the ingredients of each recipe and compared them to the respective lists, labeling each recipe "vegetarian," "vegan," or "pescetarian" if the ingredients did not overlap. In addition, the Recipe 1M authors had created a dataset for 51,235 of the recipes extracting nutritional information such as fat, sodium, and protein content for the ingredients within the recipes. We used this information to create labels such as "< 500 Calories," "Protein Rich," "Protein Heavy," and "Low Sodium" for these recipes and appended them to the existing labels. With these added labels, our users would be able to make conscious decisions that adhere to specific diets or lifestyles.

5 Model/Methods

For our project we have experimented with a number of different models and setups. The first step of our project was to create encodings of our dataset images, and we opted to create encodings using ResNet-50, ResNet-101, and DenseNet-121 CNN models. We specifically used these models because of their ability to handle the issues which arise in deep neural networks as the number of layers grow. The ResNet models solve the problem of vanishing gradients and slow learning in deeper networks by including residual blocks within its
network architectures. Residual blocks add the previous layers activations to the current layer’s value before activation:

\[ a[l] = g[l] \left( (W[l]a[l-1] + b[l]) + a[l-2] \right) \]

Where \( g[l] \) is layer \( l \)’s activation function. The DenseNet models use dense blocks within its network architectures in order to solve the slow learning problem. Dense blocks, rather than add the previous layers activations to the current, append them:

\[ a[l] = g[l] \left( ([W[l]a[l-1] + b[l]], a[l-2]) \right) \]

DenseNets are built on the findings from recent work that show that convolutional networks can be substantially deeper, more accurate, and efficient to train if they contain shorter connections between layers close to the input and those close to the output. DenseNets therefore connect every layer directly with every other layer, with each layer taking in the feature-maps of all proceeding layers as its input. This encourages feature reuse and substantially reduces the number of parameters, all of which makes the model more compact and less prone to overfitting. DenseNets are therefore meant to improve flow of information and gradients throughout the network, which we wanted to investigate.[9]

Both residual and dense blocks allow layers to learn identity mapping between layers, which guarantees that adding layers can’t make the network worse. This allows us to make much deeper layers without decreased performance; in the worst case scenario the larger network works the same as a smaller network and at best we get improvements from the additional layers.

Each of the models we used come pretrained on the ImageNet dataset, trained on the dataset’s 1000 classes. For our specific use case, we replace the final, fully-connected layers from these networks with a single avg-pool layer. This is because we do not want a softmax output for our network; instead we want an encoding of the original image with a much lower dimensionality than our original image. For each of these models, our avg-pool output is a 2048 dimensional encoding of the original image: perfect for our task.

Above is a visualization of 1% of our encodings, showing that there are many groupings that can be found within the encodings due to the similarity of certain images.

6 Evaluation/Results

Below are some of the top recipes outputted in running our encodings through ResNet-50 and DenseNet-121 respectively for the input images.

---

### Flat-and-Chewy Chocolate-Chip Cookies

**Ingredients:**
- 2 cups all-purpose flour
- 1 1/2 teaspoons baking soda
- 1 tablespoon kosher salt
- 8 ounces butter, softened
- 1 1/2 cups packed light brown sugar
- 1/2 cup sugar
- 2 eggs
- 1 teaspoon vanilla extract
- 2 cups chopped bittersweet chocolate (chunks and shavings)
- 2 cups chopped toasted walnuts (optional)

**Nutritional Labels:**
- Vegetarian
- Non-vegetarian

**Instructions:**
1. Preheat the oven to 375 degrees.
2. Line two baking sheets with parchment paper or Silpat.
3. Stir together the flour, baking soda and salt.
4. In a mixer fitted with a paddle, cream the butter and sugars until fluffy, 3 minutes.
5. Add the eggs, one at a time, then the vanilla.
6. Add the flour mixture all at once and blend until a dough forms.
7. Fold in the chocolate and walnuts.
8. Chill the dough.
9. Roll 2 1/2 tablespoons mounds of dough into balls, then place on the baking sheet and flatten to 1/2-inch thick disks spaced 2 inches apart.
10. Chill the dough between batches.
11. Bake until the edges are golden brown, 14 to 16 minutes.
12. Let cool slightly on the baking sheet, then transfer to a baking rack.
For our evaluation metric, we randomly took 10,000 recipes with more than 1 corresponding image to them.

<table>
<thead>
<tr>
<th>Model</th>
<th>ResNet-50</th>
<th>ResNet-101</th>
<th>DenseNet-121</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cosine Loss</td>
<td>0.598</td>
<td>0.588</td>
<td>0.719</td>
</tr>
<tr>
<td>Average Euclidean Distance</td>
<td>33.52</td>
<td>33.47</td>
<td>17.97</td>
</tr>
</tbody>
</table>

To evaluate our model, we tested the relative accuracy/similarity of the encoding of images to the other images attached to the same recipe. Average cosine similarity and average euclidean distance, where values of 1 and 0 respectively are perfect matches of two images, were two metrics we used to quantify this. By using these metrics to measure the similarity of an image to others associated with the same recipe, we can therefore quantify how accurate our found encodings are for an image and thus measure the accuracy of the resulting recipes our model would output. The values found above indicate that using more advanced versions of classification architectures improves our model’s ability by providing it with more accurate encodings. Specifically, DenseNet-121 performed significantly better than ResNet-50 and ResNet-101. Overall, these values give confidence in that the recipes recommended are relevant to a given input image. In addition, when setting \( k = 3 \), we found that in most cases the first 2 recipes were relatively accurate, but the third recipe was often a little off base. As such, there is room for improvement for higher values of \( k \).

7 Conclusion/Future Work

The limitations of time and computing power are ultimately the main constraints in our project. Without such restrictions, future steps could be taken towards implementing models and algorithms that take advantage of these absent limitations in return for a higher accuracy in image classification and closer recipe recommendations. Our model relied on utilizing pre-trained image classification models such as ResNet-50 and DenseNet 121, to handle the initial classification of images. Illustrated below are graphs that plot the relative validation errors for subsequent versions of the DenseNet and ResNet models. Integrating the models with the lowest validation errors would be the obvious next step to guaranteeing improvements to our existing model. Implementing these versions would expand the range of images our model can accurately classify.

In addition, we could train on the entire Recipe1M+ dataset instead of the Recipe 1M subset, which would give us a larger variety of recipes to choose from and improve our performance for higher values of \( k \). Finally, we could expand our project such the user could opt to input a recipe and get a corresponding image. This would likely required the specific instructions and ingredients within the recipes to be encoded, and work alongside our image encodings.
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