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Motivation & Objective

Datasets

• A subset of VMMRdb dataset by F. Tafazzoli, H. Frigui,
K. Nishiyama [1]

• “Full” dataset: ~118K images with 605 classes
• “Top40” dataset for initial experimentation: ~17.7K

images with 40 classes
• Train/Dev/Test split: 80/10/10
• On-the-fly data augmentation
• “Weighted loss” for class imbalance

• The ability to accurately identify a vehicle’s make, model
and production year from images can be of great value
to many applications.

• This project explores the use of a deep convolutional
neural network for this very task

InceptionV3 Architecture Error Analysis
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Figure 1. Distribution of images per class in the dataset [1]

Figure 2. The block diagram of InceptionV3 architecture 

Training

• Baseline: best performing hyperparameters from “Top40”

• Extended Training: full dataset with regularization added to 
baseline parameters

• Transfer learning and training in stages

• Hyperparameters:

Figure 3. Accuracy and loss of chosen hyperparameter over 220 epochs of training

• Results: Top-1 / Top-3 accuracy: 44.7% / 95.7% 

• Visualization of Conv2D layers:

• Errors:

➢ Top-1 Make/Model/Year errors: 55.3%

➢ Top-3 Make/Model/Year errors: 4.3%

➢ Top-1 Make/Model errors: 4.8%

• This problem is inherently hard:

➢ Same models from different production years look similar

➢ Some others still look similar even though different make/model

• Even bigger network and more data needed


