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MOTIVATION:

- Design of therapeutics is dependent
on tedious assays to screen
molecules

- Al has become useful to predict
molecular properties

- 2014: NIH releases Tox21, a dataset
of 7830 molecules with 12 unique
tasks.

APPROACH:

- Graph representations of
molecules have worked well to
train networks

- We utilize graph convolutional
neural networks.

- Incorporate attention mechanisms
to condition outputs with the most
relevant information possible.

RESULTS:

- With an attention mechanism, our
model outperforms logistic
regression, SVM, and traditional
graph convolutional neural
networks (GCN).

SOURCE:

- Sourced from NIH’s National
Toxicology program

PROCESSING:

- Raw: 7830 chemical compounds
with corresponding 12 binary
labels; molecules are represented
as SMILES strings

- Processed: DGL library converts
SMILES strings into graph objects of
n-dimensional node feature vectors
and lists of edge pairs

SPLIT:

- 80/10/10: training/validation/test

Baseline Models
- Implemented a Logistic Regression model, SVM model, and GCN model via the
DeepChem package as benchmark
Graph Attention Network (GAT) Layer
(1)Linear transformation of lower layer
embedding and its learnable weight matrix
(2)Leaky ReLU of pair-wise unnormalized
attention score between 2 neighbors
(3)Softmax to normalize attention scores

Discussion/Conclusion

DISCUSSION:

- Our model manages to outperform
all baseline models.

- From analyzing incorrect
predictions, we saw that the model
IS more accurate on smaller, linear
molecules.

- We rationalize better performance
on smaller, linear molecules due to
better learned local environments
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4-layer architecture: GAT layer (74 -> 32), GAT layer (32 -> 32), GAT later (32 -> - Our GAT model managed to

64) outperform traditional deep
and output sigmoid layer (64 -> 1)x12. Iear;.mg methods for molecule
Hyper Parameters: Adam optimizer, batch size = 128, learning rate = 0.001 prediction.
FUTURE WORK:

Results

- Adding features or edge attention
weights for aromaticity and other
attributes to overcome
shortcomings with the current
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