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3D Models * Fine-tuned several existing image recognition models,
* Implemented ground up VoxCNN, based on 3d VGG best results being from Inception V3 at .78 F1 score
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 Grad-CAM used to visualize output.
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e Perform intermediary steps rather than a purely end
\to end approach /




