Introduction

During the ongoing #MeToo movement that reached a fever pitch
last summer, many celebrities rightfully had their reputations
drastically damaged by accusations of sexual assault. In this
project, we built a deep convolutional neural network sentiment
analyzer to classify tweets as either positive or negative in order to
visualize how the conversations about accused celebrities on
Twitter have changed as a result of those accusations. We were
curious to see if public opinions about these people have bounced
back since the accusations surfaced.

Problem
Tweet Classification: Given a tweet, classify it as either positive
(1.0) or negative (0.0). For example...
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Data Extraction and Visualization: Run classification on tweets
and visualize distribution of positive vs negative tweets

Dataset
Sentiment140 Dataset: Dataset containing ~1.6 million tweets
extracted by Stanford PhD students in 2009 labeled as positive or
negative. Train set: ~1.5 million tweets, dev set: 100,000 tweets,
test set: 500 tweets.
Link: http://www.sentiment140.com/

GloVe Twitter 27B Vectors: Pretrained word embeddings
extracted from over 2 billion tweets containing 27 billion tokens.
Vocabulary includes 1.2 million words. For this project, we used the
100d word vectors in to train our model.

Link: https://nlp.stanford.edu/projects/glove/

Model
Deep Convolutional Neural Network: We fine tuned the deep
CNN architecture Michael designed in his CS224N final project,
which was inspired by the work of Facebook Al's Conneau et. al.

Evaluation Metrics: Our model was evaluated using via the F1
score. Our top model achieved a test set F1 score of 0.853

Hyperparameters: We primarily tuned the weight
decay for L2 regularization and early stopping
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Figure 1: A visualization of the neural network we used. The architecture of the “Conv Block”
layers is shown in the diagram to the top right

Analysis
Overfitting Model: Our model tends to
overfit the train set - weight decay helps
solve the problem of overfitting but
doesn’t improve performance. We solved
overfitting problem with early stopping
Reputations: Tweets about celebrities
tended to be overall more positive than s e s w=—=—
negative regardless of timing relative to Figure 2: Model train (blue) and
the accusations. Some celebrities’ ﬁ:;’afﬂﬁ‘:)sf‘l;ﬁ]‘gﬁz;ﬁivs
reputations recovered better than others.
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Results + Discussion

Overall, we found mixed results without a clear trend in how public
opinion changed from immediately after accusations to today. For
some perpetrators, like James Franco, public opinion has bounced
back, while for others like Aziz Ansari, it has gotten worse. We
were expecting a more obvious downward trend for all accused
celebrities, but that doesn’t seem to be the case. We also expected
more negative tweets overall.
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Figure 3: Proportion of positive vs negative tweets for accused celebrities immediately after
accusations vs today

Future Directions
In the future, we would like an opportunity to explore more
powerful, deeper neural network architectures such as Google’s
BERT architecture for this problem. In addition, we would do more
to filter extracted tweets for retweets or nonsense tweets so that
our numbers are more reflective of reality.
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