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OVERVIEW

Generative Adversarial Networks
(GAN) and related architectures such
as Conditional Adversarial
Autoencoders (CAAE) have been
widely used for predictive tasks such
as facial aging and rejuvenation. In
addition to facial aging, such
generative images are potentially
useful for a number of health
applications, such as predictive Body
Mass Index (BMI) image generation.
However, we were not able to find any
models that performed this task. We
present a model that uses a CAAE in
order to generate facial images at
different BMI levels. We achieved a
mean BMI difference of 6.44 between
generated images and their labels.

DATA

+ Initial model pre-trained on ~23,000
face images (UTKFace Dataset)

+ Additional augmented version of
Face-to-BMI dataset with ~42,000
images (originally ~4,200 images)

Examples of data augmentation
(horizontal flipping, recoloring,
contrast adjustments)

Models

Encoder Generator

5 convolutional layers and a
fully connected layer. Face images
of dimension 128x128x3
are converted to latent vectors of
configurable size (default size of
50).

7 deconvolutional layers and a fully-
connected layer. Labeled Z vectors
in a latent space are transformed
into face images of dimensions
128x128x3.

Discriminators

One discriminator on Z with 4 fully-connected layers, and a second on
images with 4 convolutional layers and 2 fully connected layers.

| Features

Our conditional adversarial autoencoder uses an encoder network that
turns an input image into a 100-dimensional vector (labeled Z) in latent
space. These latent vectors are transformed to get different BMIs. The
decoder network then generates images from latent vectors.

Evaluated qualitatively and quantitatively. Using the Face-to-BMI
classifier, we computed the mean difference between what BMI an image
was classified to have and what BMI range an image belongs to. This
mean difference was 6.44 for our generated images, only 2.5 points more
than the mean difference for the original input images.

DISCUSSION AND FUTURE

We had best results when input images were clear and aligned with
subjects facing the camera. The model outputted better results when
generating images that increase an individual's BMI rather than decrease
it, likely due to substantially more data of high BMI images.

Future study could explore tuning of hyperparameters to improve the
model. Because we found that the amount of publicly available BMI-
labeled face images was limited, collecting more data would likely
increase performance.
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