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Motivation Models, Results, Discussion
e Inspired by a recent kaggle challenge to predict pet adoption speed from pet profiles. The e Transfer Learning (image): Freeze/unfreeze Data Used m - con
long-term goal of the project is to guide shelters and rescues on improving their pet profiles’ certain layers, concatenate the last few layers 2| 2=
appeal, reducing animal suffering and euthanization. e Image Augmentation ———
» " ) g ’ . P Structure " 30.40% *N/A
e The |erut is the pet proﬁle, including structurgd data columns and |m§ge data; The output is the e Variation of dense layers/number of units fo I- layer NN ;; T
adoption speed categorized from 0 to 4 (0 being the fastest and 4 being the slowest). ; X °
5 i ) e When to merge structured and image feature: Cross-entro 5 .
e We use pre-trained ResNet to extract image features, concatenate with structured features at Prerained ResNet + 2-layer » SRS | A
; < Early merge vs. Late merge Image Data NN
certain stage, and feed the combined vectors to another network. . MSE  2590%  *N/A
e Loss Function: MSE vs. Cross-Entropy Loss vs. Crossentro 35 100 2 se0s
QWKappa Loss BiLcie 6 layer NN £ =
Data OW-Kappa o o
Dataset e Hyperparameters search T e |
. N Stepl:Pre-trained ResNet for ~ Cross-entro 3 -
o 14993 pet profiles with labels from 0 to 4 B 000 00t 200 0 0 5 o i e Regression vs. Categorical . L mnﬁfﬁ;'m/m | 040 | 3885
indicating the adoption speed (the smaller, BN o2 5055 01 v0 0 ool 0w I~ oo o o o o] L Sz)”‘f"‘:e .
the faster the pet is adopted). N .2 002 0.01-003-004-002 00 001 00 82 ool [ ] N R Ima"e“Dam 6-layer NN OWKappa 1y oo s or
o Structured data: 24 columns, including numerical 09 004 6 012 011006 00100600 001 00 [N e \ M- IR 8 e et e e
feature, nominal feature and ordinal feature (11 011-004-004013 044 01 003 006001 014 006 L N sofimax layer
out of 24 are shown on the right). 01001 003 008 007 006 003001 00 -002 003 3 o| 3fce fSiE o o .
e Image data: 58311 pet images 019007 003X a6 03 a6 002-006-o0s NN wl o s oS ofon om s aw . o 5 Elfr30r AnaIySIs_ I
One pet profile can have more than one photo 005007 002 W 014 01100 01 001 IS8 T % ¢ Y ¢ Rescuer Effect: Star rescuer vs single pet
| t , = 2 o e 10 e — rescuer.
SN -0.14 -0.09 -0.01 224 0.08 0.13 -0.12-0.03 -0.05 -0.06)
and onejphoto can include;multiple pets. 63501 001 002 003 003 004 018001 003 009 I L3 Quaptity effect: each profile can include
‘» \ 09 64000007 0.07 001 004 004 002 002 035 } gue Lam | = multiple pets
@ S & B 009 05 014005019 04 0.1 009-0.02-0.08 04 | ) e Information in description not able to use yet
& ’\ - 'F. - personality, reason for relinquishment.
I 8 x e Profile quality: Low quality—Low prediction.
Feature Engineering o s [l e g = Compare with other teams
e Structured data: e Current Kaggle Public Leaderboard top
o Keep numerical features as what they are (age, Adoption Fee, Number of photos, etc) 0.4920 vs. Qur highest of 0.4801
o convert nominal data and ordinal data into One-Hot Vectors
o In this way, every sample has a feature vector size of 5970 derived from structured data = H
e i Future Work and Citations
o Pick ana scale the first image for every sample profile, for those that don't have a image, e Clean up description text data, translate non-English sentences into English, and extract important
we will insert a dummy black image. Preprocessed into uniform 224*224*3 array. information like ‘reason for pet relinquishment’ -- “Break the 0.5”
o Transfer learning: use ResNet50 to process the images e Enrich the infrastructure and improve the running efficiency, to allow more users seamless feeding in their
e Structured data + Image data: own data to see the results
© Ina snmple saying, at certain Stage of the network' we will merge two set of feature data [1] Liwei Wang, Yin Li, Jing Huang, Svetlana Lazebnik (2018). “Learning Two-Branch Neural Networks for Image-Text Matching Tasks”
together into one [2] Classifying e-commerce products based on images and text.
[3] Adopter-dog i i at the shelter: i and predic of adoption
Please find the full list in the final report.
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Link to Video:
https://youtu.be/QP6BNCuS XSk




