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Future Work

See if can apply to SphereFace for state-of-the-art performance
Use an age/gender estimator to generate more interesting aging policies (such as
aging to the average age, or the age of the younger photo, etc.)




