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Abstract

The problem of locating human trafficking victims using photos taken in a hotel
room with thousands of potential locations is high stakes and an intractable problem
for the human eye. In addition to the challenge of identifying a single hotel from an
image of the room, there is the added difficulty of the victim partially obfuscating
the image. We built on previous work by comparing the performance of multiclass
classification using a pretrained ResNet-34 model with a contrastive learning
approach using triplet loss. Overall, ResNet-34 had the highest top-5 accuracy at
69.4% compared to 46.8% using triplet loss. Nonetheless, contrastive learning is
still a promising approach for further exploration, as it scales to new hotels without
retraining the model.

1 Introduction

Human trafficking is a horrid reality for over 40.3 million people worldwide [1]. Often, photos
of victims will be posted from hotel rooms, but the sheer volume of possible hotels makes it the
equivalent of searching for a needle in a haystack. The goal of this project was to develop a deep
learning model to identify the hotel location of the victim based on an image, thereby enabling law
enforcement to take action. The input to the model was an image of a hotel room with obfuscation
added to imitate having a victim in the photograph. We used two neural network architectures to
output the top-5 most likely hotel locations. First, we used contrastive learning with a triplet loss
function to generate image embeddings and picked the 5 classes with the smallest L2 embedding
distances. Second, we used a multiclass classification model with a Softmax classifier to generate a
probability per class and selected the 5 classes with the largest probabilities.

2 Related work

2.1 Contrastive Learning with Image Embeddings

Prior work [2][3] suggests that using pretrained convolutional neural networks (CNNs) to convert
images into vector embeddings, and then selecting the most similar embedding from a database of
hotel image embeddings, will be effective for predicting hotel-IDs from an image. This is an approach
that has been successfully applied in other fields, most notably facial verification and recognition [4].
The benefit of this approach is it excels at one-shot learning [5]. However, previous applications [3]
note that it is challenging to "enforce a large margin between hotel chains." We used 128-dimensional
image embeddings (same as [3]) as part of a contrastive learning model with a triplet loss function
(see 4 below).
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2.2 Multiclass Classification with ResNet

Others [6][7] have classified hotel images for a variety of tasks using a pretrained ResNet model
with a Softmax classifier. The benefit of this approach is it is more computationally efficient to train
relative to contrastive learning with triplet loss (see 4 below). However, since there are over three
thousand classes with an average of only fourteen images per class (and as few as two images per
class), training the model to accurately predict a probability for each class presents a challenge. We
used a pretrained ResNet-34 model with two fully connected layers added at the end of the model for
our multiclass classification task (see 4 below).

3 Dataset and Features

Our data was sourced from our project’s corresponding Kaggle competition [9]. There are 44,692
unmasked images of the 3,105 different hotels linked to their respective hotel ID’s, which we split
80% into the training set and 20% into the validation set stratified over the classes.

Our training and validation sets were stratified by class to make sure that the proportions of examples
for each hotel-ID were preserved. We resized our images to be 448 x 252 pixels, then randomly
flipped the images across the horizontal axis with a probability of 0.5. For each image, we randomly
applied the 4,950 different training masks on top of the training and validation images, imitating the
presence of victims in the photographs. We then normalized the training and validation sets based on
the mean and standard deviation of the training set.

4 Methods

To establish a baseline for our task, we used contrastive learning with triplet loss. We used a ResNet-
34 pretrained model and froze the first 6 layers to preserve basic image understanding and speed
up training. We added a final fully connected layer from 512 to 128 neurons to reduce the output
to a 128-dimensional embedding which can be compared to a database of hotel image embeddings
precomputed by the model. We trained the model with triplet loss, passing into the model triplets
composed of anchor image a, positive image from the same class p, and negative image from a
different class n (see Figure 1). The triplet loss function is shown in (1), with d representing the L2
norm between the image embeddings and the margin representing a tunable hyperparameter of the
model, with 1.0 being the default.

L(a,p,n) = max (d(a,p) —d(a,n) + margin, O) )

This loss function encourages larger inter-class distances and smaller intra-class distances. Thus, we
would expect images of the same hotel location to have closer embeddings than images from different
hotels. A top-5 prediction is made by choosing the 5 classes in the database with the closest L2 norm
distance.

For our multiclass classification approach, we used a ResNet-34 pretrained model with the first 6
layers frozen. We then added two fully-connected layers to increase the number of neurons, first
from 512 to 1,024 neurons, and then from 1,024 to 3,105 neurons, with each neuron representing
a hotel class. A dropout probability of 0.5 was added to the final fully connected layer before the
output layer to help combat overfitting (see 5 below). We used cross entropy loss which computes the
loss using a log Softmax output over the number of classes. A top-5 prediction is made by choosing
the 5 classes in the database with the highest Softmax probabilities (see Figure 2).

5 Experiments/Results/Discussion

Top-5 accuracy was the primary metric used to evaluate the models since the dataset was relatively
balanced between classes, with the largest class representing 3.1% of the dataset and only three
additional classes representing more than 1% of the dataset. Evaluating using the top-5 accuracy is
a tradeoff between limiting the number of hotel locations for law enforcement to investigate while
minimizing false negatives. For each model’s baseline, we used a batch size of 32, a stochastic
gradient descent optimizer with a 0.05 base learning rate c, a learning rate decay y of 0.1, and a step
size of 10 epochs.
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Figure 1: For contrastive learning with triplet loss, a hotel image representing the anchor image,
positive image from the same class, and negative image from a different class are passed into a
ResNet-34 pretrained model with a fully connected layer added to produce 128-dimensional image
embeddings.
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Figure 2: For multiclass classificaiton, a hotel image is passed into the ResNet-34 neural network,
which features special skip connections and utilizes batch normalization [9]. Two fully connected
layers were added at the end of the model with dropout to combat overfitting. The model provides
one output for each class, with the largest output determining classification by hotel-ID.

As a baseline, our contrastive learning model achieved a 97.7% top-5 training accuracy and a 46.8%
top-5 validation accuracy. This indicates overfitting to the training set, which could be improved with
regularization techniques such as dropout and weight decay. However, this model was computationally
expensive to train, taking ~3 days to complete 20 epochs. With more computational resources, we
could train longer and tune hyperparameters to achieve higher top-5 accuracy.

For our multiclass classification model, as an early estimate of the upper bound of performance we
trained the model without obfuscation and were able to achieve 99.6% top-5 training accuracy and
71.2% top-5 validation accuracy. After adding obfuscations, we were able to maintain nearly the
same performance, with 98.9% top-5 training accuracy and a 69.4% top-5 validation accuracy. This
proved that it was possible to successfully identify a hotel location with a partially obfuscated image
of the room. In addition, this model was not only more effective than the contrastive learning model
at our key success metric, but also more computationally efficient to train, taking ~1 day to complete
20 epochs.

Similar to contrastive learning, our multiclass classification model also overfit to the training set. To
help combat this, we experimented with regularization techniques including adding dropout to the
final fully connected layer before the output layer and including weight decay. We also explored



Figure 3: For the validation image on the left, the model correctly predicted the class that includes
the image on the right. The similarity of the bed spread, lamps, and wall color can help explain how
the model was able to correctly predict this hotel-ID.

Figure 4: For the validation image on the left, the model incorrectly predicted the class that includes
the image on the right. The glare on the two hotel’s wall art and the limited information included can
help explain this incorrect prediction.

ways to guide the model to find a better minimum in the loss function such as a one cycle learning
rate scheduler, which ramped the model from a learning rate near 0.005 up to a maximum learning
learning rate of 0.05, and then slowly stepped down over time. The goal was to allow stochastic
gradient descent to tune with a small learning rate before ramping up to give the model flexibility to
find a better local minimum, and then to decrease the learning rate to allow gradient descent to settle
at that minimum [10]. Overall, dropout and weight decay each slowed convergence, extending the
required training time. With 17 epochs and a dropout probability of 0.5, we achieved 83.3% top-5
training accuracy and 63.6% top-5 validation accuracy, demonstrating that this approach successfully
reduced the gap between training and validation accuracy. With additional training time, this approach
is on track to remove the observed variance and improve the top-5 validation accuracy.

Our multiclass classification model also achieved a top-1 accuracy of 47.13% with a top-1 precision,
recall, and F1-score of 28.66%, 30.61%, and 27.80%, respectively. As a result, the model is able
to correctly predict the hotel-ID as its first choice nearly half of the time. In addition, 383 classes
have perfect top-1 precision and 381 classes have perfect top-1 recall in the model. At the same time,
about half of the hotels are in the 0-10% range for each of the top-1 metrics (see Figure 5). Given the
consequences of a false negative for the task at hand, this was a compelling reason for using top-5
accuracy as the success metric.



Top-1 Precision, Recall and F1-score

B precision [ recall f1
2000
1500
w
b
8 1000
(&)
E
2
z
500

M. wthd.

010  10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 90-100

Percentage Groups (%-%)

Figure 5: Counts of top-1 precision, recall, and F1-score for individual classes grouped by percentages.
The model’s top-1 accuracy of 47.13% explains just over half of the classes being in the 0-10% range.
Given the task difficulty and high number of classes, top-5 accuracy was used as the success metric.

From reviewing examples the model classified, when there is sufficient visual clues about the hotel
location, the model was often able to correctly make a prediction, such as in Figure 3 where the
bed spread, lamps, and wall colors match. In contrast, when presented with limited information or
superficial similarities, such as the glare on wall art in Figure 4, the model was unable to make a
correct prediction. This incorrect prediction may also have occurred because the predicted class has
many examples of wall art in the training set. Conducting data augmentation to have a more even
split of wall art between classes and preprocessing the data to remove visual noise, such as glare,
could aid the model’s predictive capabilities.

6 Conclusion/Future Work

Identifying hotel locations from images partially obfuscated by victims is a critical task for law
enforcement in combatting human trafficking. We have shown that deep learning can be a useful tool
for identifying such hotel locations through both contrastive learning and multiclass classification,
with the latter achieving a top-5 validation accuracy of 69.4%. We find these results to be promising,
particularly given the significant time required to identify a hotel location manually.

Multiclass classification outperformed contrastive learning for a few reasons. First, it has the
advantage of combining information across multiple images from a class, whereas contrastive
learning compares individual images within a class. As a result, when comparing individual image
embeddings, there might be a more similar individual image from a different class even if in aggregate
the images from the same class share more in common. This issue arises due to high intra-class
variability (such as between the bedroom and the bathroom) combined with inter-class similarities
(see wall art example in Figure 4), which could be alleviated with more images per class in the
database. In addition, we were only able to run the contrastive learning mdoel once for 20 epochs
due to the signficant computational resources required (see 3 above).

With additional computational resources, the contrastive learning model could be trained for more
epochs and a more thorough exploration of the hyperparameter space could be conducted to achieve
even better performance. First, we’d aim to explore regularization techniques to close the variance
gap between training and validation performance. Next, we’d explore alternative approaches to triplet
loss that appear promising from the literature, including a Siamese Network architecture and Additive
Angular Margin Loss (ArcFace) [3]. While it takes much longer to train, contrastive learning is a
promising approach given its natural scalability to new hotels that it did not encounter during training
time. This advantage also makes contrastive learning a more useful tool for law enforcement in
combatting human trafficking around the world.
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