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Abstract

After the deep learning revolution our perception algorithms have become data hun-
gry and developers face difficulties meeting this demand. Synthetic data generation
methods are developed to cover this demand and this work demonstrates another
way of generating synthetic data from LiDAR point clouds and this method allows
us to generate synthetic images of different viewpoints.

1 Introduction

Autonomous Vehicles (AV) are ubiquitous in our lives today. With robotaxis, robot vacuum cleaners
and drones a part and parcel of our daily routine, this project will be beneficial to the development of
AV. Robots and AVs have many sensors, but unfortunately, changing or adding new camera sensors
requires recording new dataset and it consumes time and resources. We propose using Point of
View General Adversarial Network (POVGAN), which can make use of the dataset that we currently
have to generate new dataset without adding a sensor or changing position of sensors. To obtain
the learnable features of different viewpoints, we are using LiDAR point clouds which are easily
projectable to any viewpoint. With the power of the General Adversarial Network (GAN) [3], we
can generate synthetic data from different viewpoints. Thus synthetic data [1; 2] can contribute to
reducing the time and resources spent on conventional data capturing.

2 Related work

Generative Adversarial Networks for synthesizing AV dataset is a growing area in automotive
companies and in the Artificial Intelligence community. Most works focus on label to image
translation but a recent paper suggests a new method of LiDAR point cloud to image translation.
We build our work on the paper "Generating Photo-realistic Images from LiDAR Point Clouds with
Generative Adversarial Networks"[8] which demonstrates a way of generating camera images from
LiDAR point clouds. In our paper on POVGAN, we are proposing a better way of projecting points
of LiDAR to an image coordinate system which is using coordinate system transformation between
a LiDAR and a camera, instead of projecting all LiDAR points to a single image. This solution
leads to having a paired representation of a LIDAR and a camera. Furthermore, being able to change
viewpoint by transformation gives us the freedom of generating synthetic data of different viewpoints
and this is our proposed idea in synthetic image generation.
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3 Dataset and Features

3.1 Dataset

Fortunately, there are many online autonomous vehicle dataset available but we have some require-
ments and preferences in a dataset. First of all, the dataset must include at least a camera and a
LiDAR sensor. To obtain a more general result from this project, we prefer multiple cameras with
different fields of view (front, side, and back). Secondly, we need to have paired input and output,
and to achieve that, sensors must be calibrated and the camera coordinate system to the LIDAR
coordinate system transformation or any sensor to world coordinate system at any given frame need
to be known and included in the dataset. With these constraints, we found the nuScenes [12] dataset
is most suitable for our project.

Lidar | Camera | FOV Overlap | Calibration
Kitti[6] 1 4 120° v
Nuscenes 1 6 360° 4
Cityscapes[11] | O 1 X X
Waymo|[13] 1 5 270° v

Table 1. Dataset comparison.

3.2 Pre-Processing

In pre-processing, in order to obtain corresponding data pairs that represent the same moment and
view from a camera and a LiDAR sensor, we projected LIDAR 3D points to the image coordinate
system by applying some transformation and projection steps. The transformation takes place in this
order, from the LiDAR’s coordinate system to the LIDAR’s world coordinate system, from LiDAR’s
world coordinate system to the camera’s world coordinate system, and finally from the camera’s
world coordinate system to the camera’s coordinate system. Finally, to change the final form of our
3D points to pixels, we projected 3D points into the image coordinate system by multiplying the
camera’s intrinsic matrix and kept distance and reflection values in a 2 by the image height by the
image width shaped tensor. Final tensor scaled to 512 by 512 and distance values are normalized by
dividing by maximum detectable point distance of LiDAR sensor of 250 and reflection values are
normalized by dividing by maximum reflection unit of 255.

Fig.1. Projected LiDAR points depth (left column), projected LiDAR points reflection (middle left
column), front camera image (middle right column), LiDAR points projected on the camera image
(right column).

3.3 Training Dataset

Using the nuScenes dataset we made our POVGAN training dataset which uses 6,573 LiDAR point
clouds, 6,573 images from each camera which are mounted at the front, front left, front right, back,
back left and back right of the vehicle. The point clouds were captured by average automotive grade
LiDAR in 2022 which has 32 layers, 360° horizontal FOV, —30° to +10° vertical FOV and +2 cm
accuracy within 70 meters. Images were captured by 1600 x 900 resolution cameras and cameras are
used in auto-exposure mode. We applied described pre-possessing steps on LiDAR point clouds to
obtain projected LiDAR points tensor so our POVGAN training dataset includes 39,438 projected
LiDAR points and 39,438 corresponding images.



4 Methods

4.1 The pix2pixHD Baseline

Pix2pixHD [10] is a state-of-the-art image-to-image translation framework which solves photo-
realism and resolution problems of the Pix2pix[7] model. Pix2pixHD is able to perform image-to-
image transformation on High-definition images by using Coarse-to-fine Generator architecture. To
forward our pre-processed projected LiDAR point to our Pix2pixHD network, we set initial layer
channels of the Pix2pixHD network to 2 channels which contain the depth of point in 1st channel and
reflection of the point in the 2nd channel.

Coarse-to-fine generator Instead of using one generator to produce high resolution images, this
method uses multiple generators in different scales. Each generator can learn different scale features
to produce photo-realistic images. The number of required generators is dependent on the output
image resolution. The generators are named global generator and local generator and the global
generator works on low resolution input while local generator improves on results from the global
generator and outputs 2 times scaled image.

Multi-scale Discriminators High resolution images can be challenging for a single discriminator.
Using a big neural network for a discriminator most likely leads to over fitting. This problem can be
easily solved by using multiple discriminators with different scales. Each discriminator performs
better in their scales thus we are able to differentiate real and fake images from coarse to fine scale.
Furthermore this solution requires smaller footprints for training and uses less resources.

4.2 TImproving Obstacle Photo-realism

Deep learning perception algorithms[1] are an important part of AV development and they solve
many different detection challenges. In detail, obstacle detection is one of the crucial parts of
autonomous vehicles which helps the vehicle to avoid collisions by detecting cars, pedestrians and
cyclists and helps the vehicle to follow traffic rules by detecting traffic lights and signs. Knowing that,
we are inclined to improve photo-realism of obstacles. We think that the use of masks for training
is useful to identify obstacle pixels and background pixels so we projected 3D bounding boxes of
obstacles provided by nuScenes dataset to the image coordinate system and we filled all surfaces of
bounding boxes with masks.

3D Bounding Boxes

Projected Mask

Fig.2. Projected 3D bounding boxes and filled 2D boxes of obstacles.

To enforce the network to learn more features of obstacles than background features, we penalized
the generator network more on predicting masked pixels by applying weighted mean square error
between generated image and real image. This loss function will be added onto the Pix2pixHD
loss functions. The pre-processed LIDAR point cloud is represented by I'", the camera image
represented by 7°®™ and obstacle mask represented by 1"*. This obstacle loss function for image
with N pixels can be expressed as:
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In the rest of the paper we will use Mask-POVGAN for POVGAN trained with obstacle loss function
to differentiate effects and results on generated images.

5 Experiments/Results/Discussion

5.1 POVGAN

In our experiment, all networks are trained from scratch by using the recommended Pix2pixHD
optimizer settings which is Adam solver [5] with 0.0002 learning rate. We have trained 2 POVGAN
and 1 Mask-POVGAN network to compare and evaluate our results. The first POVGAN was trained
to epoch 40 with batch size of 6, the second POVGAN was trained to epoch 20 with batch size
of 1 and Mask-POVGAN was trained to epoch 20 with batch size of 1, ,,,ask set to 5. Preparing
our results, we pre-processed another recording of the nuScenes dataset and chose 500 random
pre-processed data pairs from each of the vehicle cameras and the vehicle LiDAR. To qualify the
quality of our synthetic images generated by POVGAN, we used mask-RCNN [9] to detect obstacles
on the real images and the synthetic images in order to compare the number of total detected obstacles
between real and synthetic images.
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Fig.3. Synthetic image generated by POVGAN.

Mask-RCNN Camera Image Mask-RCNN Synthetic Image

Fig.4. Obstacles are detected by Mask-RCNN on synthetic and real image.

car person | bus truck
Synthetic | 7271 1361 344 966
Real 9922 2940 366 1400

77.81% | 46.29% | 93.98% | 69.00%

Table 2. Number of objets detected on synthetic images generated by POVGAN(epoch 40) and
number of object detected on real images captured by vehicle cameras.

From our result, we conclude that generating synthetic images of big obstacles is much easier than
small obstacles. Additionally, we found that traffic lights and signs are a challenging problem for
POVGAN because they are small and mounted at high places thus LiDAR is not able to obtain any
point or there are not enough points to learn the features.



5.2 Camera Transformation

The most important feature of POVGAN is changing the point of view to generate synthetic images
from transformed camera viewpoints. In this experiment, we applied different camera transformations
on viewpoints to generate synthetic images.

Synthetic Image Translated Right

Rotated Roll Rotated Yaw Rotated Pitch

Fig.5. POVGAN generated on transformation applied view points.

5.3 Mask-POVGAN

We compare POVGAN (20 epoch) and Mask-POVGAN (20 epoch) on an obstacle detection task by
using Mask-RCNN to qualify the performance of the obstacle loss function.

car person | bus | truck
Mask-POVGAN | 5439 | 822 255 | 800
POVGAN 5944 | 1329 293 | 858
Real 9922 | 2940 366 | 1400

Mask-POVGAN did not perform better than POVGAN on the obstacle detection task. There might
be multiple reasons for it. Firstly, our obstacle mask not only covers car, person, bus and truck it also
covers other traffic obstacles and this might prevent the network from learning features of car, person,
bus and truck. Secondly, we need to fine-tune the hyper parameters of Mask-POVGAN.

6 Conclusion/Future Work

In all, we demonstrated another way of synthetic image generation from LiDAR point clouds and
showed how to use sensor transformations to generate paired LiDAR and camera data to train GAN.
We presented a new synthetic data generation method that is much more flexible than generating
synthetic images from labels by being able to change viewpoints. Traditional labels to synthetic data
generation networks suffer from identifying rotation of obstacles and only perform on front camera
view, however, POVGAN is able to perform on all cameras around the vehicle and is able to learn
rotation of obstacles. Additionally, we have tested the obstacle loss function which did not perform
well on the recommended Pix2pixHD hyper parameters setting and we will be fine-tuning our hyper
parameters and increasing the number of epochs in our future work. Finally, with our method, AV



developers might not need to record data for training their perception networks and this can speed up
the development of AV.
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