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Abstract

The paper details augmentation techniques used for multi class classification problems where the data is insufficient. For the classification, CNN model using ConvNet is used for Extended MNIST dataset-based digit classifier. Various levels of subset from the data set were used for evaluating data augmentation techniques. For data augmentation, manual image transformations and Balancing GAN were used. For smaller population of data (1%) with unbalanced classes (5% in digit “0”), BAGAN based data augmentation helps to improve Multi-label classifier accuracy. For Medium or Larger population of data (20% and more), Manual data augmentation surpasses BAGAN based augmented data in improving Multi-label classifier accuracy.

1 Introduction

A deep learning model takes you as far as your data goes [1]. Having a large amount of training data set that is also diverse is a key in an accurate deep learning model. Specifically, for multi class classifier network, it’s hard to ensure its precision and recall for the following two cases: 1. rarely occurring classes, and 2. lesser amount of training data across the classes. This necessitates data augmentation techniques to train with more/balanced data. For ex., we may not have enough images for a specific digit in a “hand written digit recognition problem”. This may lead to an inaccurate model. To address the imbalanced data, we can use data augmentation techniques. This project investigates two such techniques, one based on manual transformations and the other based on GAN and reports the findings. We used multiple levels of unbalanced subsets (1%, 20%, 100%) of EMNIST data set to simulate the problem statement. The paper is organized as follows. A survey of current work in the area of data augmentation is done in next section. To begin the description of this work, the data sets used are described in the next section followed by Methods and Models used for the project. Experimental results and discussions are detailed next followed by conclusions and future work.

2 Related Work

There are two broad approaches to data augmentation: 1. using manual translations (flipping, rotating, mirroring, etc.) to multiply the existing data [1] or 2. using neural networks to generate extra set of data. For manual translations, we need a significant amount of data from the unbalanced (minority) class to begin with. For neural network-based models, there have been many solutions proposed [4, 5, 6, 7, 8, 9] in the past. The Balancing GAN [8] is used to correct unbalanced dataset
across classes. It uses autoencoder initialized generative model to learn features from majority classes and uses these to generate images for minority classes. One down side of GAN networks is lack of diversity [2, 3]. The generative network tends to have a narrower distribution to satisfy discriminator. To address the diversity in output space w.r.t. input space, Variable Auto Encoder [6] was proposed that models the distribution of high-dimensional output space as a generative model conditioned on the input observation. The downside to VAE is that it uses mean squared error and not an adversarial network, so the network tends to produce blurry images lacking quality. CVAE-GAN [10] addresses this by combining the distribution of CVAE and Adversarial network of GAN.

3 Data Sets
For this project we experimented with various data sets as follows. The initial models we picked were based on MNIST data set. After evaluating the models with MNIST we ended up using EMNIST because it was more challenging. We also used Omniglot for a GAN model (Data Augmentation GAN) but ended up not using the model.

- [http://yann.lecun.com/exdb/mnist/](http://yann.lecun.com/exdb/mnist/) · A dataset with 60000 training images and 10000 test images
- [https://github.com/brendenlake/omniglot](https://github.com/brendenlake/omniglot) · Contains 1623 characters from 50 alphabets (Turkish)

4 Methods and Models
The goal of this project was to test data augmentation techniques. We used a large data set (EMNIST with 240000 images) since we could use established models for classification and data augmentation. The following are the details in the models we used and the techniques we used.

**Multi class classifier model**

For multi class classifier, we used sequential ConvNet and trained on EMNIST dataset. We used the classifier model from Kaggle ([https://github.com/keras-team/keras/blob/master/examples/mnist_cnn.py](https://github.com/keras-team/keras/blob/master/examples/mnist_cnn.py)). We made changes to the model to use EMNIST and the accuracy we achieved with 12 epochs on full Extended MNIST was 0.9951.

![Conv32 -> Conv64 -> Max Pool 2x2 -> Drop Out (0.25)](image)

![Dense 10 -> Drop Out (0.25) -> Dense 128 -> Flatten](image)

To simulate the scarcity of the data, we used varying subset of EMNIST data set as shown in Figure 1. For ex., we used 1 % of the total EMNIST training data set so total images are 2400. We ran the classifier to capture the accuracy. Then we further reduced class ‘0’ to only 5 %. With this, we again ran the classifier to see the declined overall accuracy. We saw a marked decline in Recall and F1 score
for class ‘0’. We then augmented the class data with GAN generated images for the class and evaluated the classifier model accuracy.

<table>
<thead>
<tr>
<th>Global Trim %</th>
<th>Balanced Data</th>
<th>Unbalanced (Class “0” pruned to 5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% (2400 images)</td>
<td><img src="image" alt="Balanced Data Graph" /></td>
<td><img src="image" alt="Unbalanced Data Graph" /></td>
</tr>
<tr>
<td>20% (48000 images)</td>
<td><img src="image" alt="Balanced Data Graph" /></td>
<td><img src="image" alt="Unbalanced Data Graph" /></td>
</tr>
<tr>
<td>100% (240000 images)</td>
<td><img src="image" alt="Balanced Data Graph" /></td>
<td><img src="image" alt="Unbalanced Data Graph" /></td>
</tr>
</tbody>
</table>

*Figure 1: Data sets used for evaluating Augmentation Techniques*

*Figure 2: Multi-label Classifier Model*

**Data Augmentation Techniques**

- **BAGAN**: The generative model learns useful features from majority classes and uses these to generate images for minority classes. Class conditioning in the latent space is applied to drive the generation process towards a target class. The generator in the GAN is initialized with the encoder module of an autoencoder that enables us to learn an accurate class-conditioning in the latent space. For example, the model learns from all classes in MNIST database and generates numbers that has a smaller number of samples.

*Figure 3: BA GAN Model [4]*
- **Manual Augmentation**: We used rotation, gaussian noise and zoom to the digit images to augment the data. Other translations such as horizontal, vertical flipping and mirroring are not possible on handwritten digits.

5 Experiments/Results/Discussion

Table 1 shows the results of the accuracy of classifier model when run with a set of data sets. As we can see, for very small data sets, BAGAN does a better job than manual augmentation. However, for larger data sets it starts to deteriorate.

**Table 1: Experiment Results.**

<table>
<thead>
<tr>
<th>Dataset (10 classes of handwritten digits)</th>
<th>Fully Balanced Dataset (A)</th>
<th>Dataset with 95% images removed from ‘0’ digit class (B)</th>
<th>Data set from B augmented with BAGAN to balance it (95% of ‘0’ images from BAGAN)</th>
<th>Data set from B with manual augmentation to balance it (95% of ‘0’ images from augmentation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1% of EMNIST (total images 2400)</td>
<td>Accuracy Score: 0.991875 Report: precision 0.99 recall 0.99 f1-score 0.99</td>
<td>Accuracy Score: 0.98755 Report: precision 0.99 recall 0.99 f1-score 0.99</td>
<td>Accuracy Score: 0.99175 Report: precision 0.99 recall 0.99 f1-score 0.99</td>
<td>Accuracy Score: 0.994725 Report: precision 0.99 recall 0.99 f1-score 0.99</td>
</tr>
<tr>
<td></td>
<td>0.90 1.00 0.99 0.99</td>
<td>0.90 1.00 0.99 0.99</td>
<td>0.90 1.00 0.99 0.99</td>
<td>0.90 1.00 0.99 0.99</td>
</tr>
</tbody>
</table>

6 Conclusion/Future Work

The experiments were conducted to characterize augmentation techniques both manual and GAN based. We conclude that both the methods are effective in increasing the accuracy of
the model. For smaller population of data (1%) with unbalanced classes (5% in digit “0”), BAGAN based data augmentation helps to improve Multi-label classifier accuracy. For Medium or Larger population of data (20% and more), Manual data augmentation surpasses BAGAN based augmented data in improving Multi-label classifier accuracy.

BAGAN is good in data augmentation for low data regime with unbalanced classes. But in high data regime generated data lacks diversity. Variable auto encoders comes handy in this case, but would generate blurrier image, hence CVAE GAN is promising area to investigate.

7 Contributions
This project was done as follows. Mike worked on multiple GAN based data augmentation models and chose BAGAN as the choice for the work. Amit worked on multi class classifier and creating reduced and unbalanced data sets. Mike and Amit worked together on the manual augmentation model and surveyed the papers together. This was a highly collaborative work.
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