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Abstract

As the development of image morphing, computer generated images can be syn-
thesized smoothly, looking like a real image. Naturally, it leads us to explore real
photo synthesis. We embed real photos into extended StyleGAN’s latent space and
interpolate two latent space to generate the synthesized image. We achieved to
synthesis any two real human face images.

1 Introduction

Generative Adversarial Networks (GANs) [1] are successfully applied in generating realistically-
looking images. Among recent advances in GAN architectures, StyleGAN [2] introduces an
intermediate latent variable w, which is meant to be the “styles” of generated images, as input to the
generator instead of a traditional random variable z, which achieved impressive results. This naturally
leads to the question: can we encode any given image into this latent space W so that the generator
could synthesize a image similar to the original input? Furthermore, we want to know if the learned
latent variables are robust and meaningful enough so that two images can be synthesized smoothly by
interpolating their latent variables, known as the image morphing task in computer vision.

The project is about generating pictures of real human faces synthesized with celebrities’ faces, with
user adjustable degree of synthesis. The inputs to our neural net are two photos, the first one is a
real human face photo, the other from a celebrity. We encode input images into latent vectors in
an optimization setting. Finally, we interpolate these two latent vectors and use it to generate the
synthesized image. The project is interesting because many people use smart photoshop applications
to redesign their pictures. This project can be an interesting feature to add on to those applications.

Our main contributions include:

e Independently implemented the model of embedding images to StyleGAN described in a
very recent work by NVIDIA [3], which came out at about the same time we submitted the
project proposal.

e Explored different loss functions to improve the sythesis quality and proposed to use only
perceptual loss while embedding images to StyleGAN.

e Explored multiple ways of interpolating two latent space, providing insight into the structure
of the extended StyleGAN’s latent space.

2 Related work

Since Ian Goodfellow et al. proposed Generative Adversarial Networks [1], it has been improved a
lot to generate high-quality, realistic images. Karras et al. collected the first 1024 x 1024 resolution
human face dataset and proposed a methodology to train GANs to generate high resolution images [4].
Later, Karras et al. collected another human face dataset FFHQ, which is more diverse, and proposed



a new generator architecture inspired by style transfer literature, which makes it possible to separate
high-level attributes on human faces [2]. However, the effort so far is mostly on improving the quality
of generated image and operate on generated images, in this paper, we would like to talk about face
morphing on real face photos. Around the same time when we had the proposal, Rameen Abdal et al.
proposed to embed real images to StyleGAN latent space [3].

While pixel-wise L1 or L2 norm loss is widely used to compare the low-level similarity between two
images, it could not capture the position- and scale-invariant features of images. Gatys et al. found
that the activation layers of convolutional neural networks extracts the features of images so that can
be used to measure the high-level similarity of images [5]. Later, Justin Johnson et al. formalized it
as the perceptual loss [6]. Also, to enable style transfer in real time, Huang and Belongie proposed
adaptive instance normalization (AdalN) that can transfer arbitrary style in real-time[7]. In this paper,
we explore generating images with both pixel-wise loss and perceptual loss as well as only using
perceptual loss to achieve the best quality of reproducing a real image.

3 Dataset and Features

The datasets we use for this project are two existing ones:

CelebFaces Attributes Dataset HQ (CelebA-HQ) [8]: The dataset consists of more than 202,599
celebrity images of 10,177 identities at 1024 x 1024 resolution. It includes face images taken from
different angles and in different backgrounds. Each image is annotated with 40 attributes.

Flickr-Faces-HQ (FFHQ) [2]: This dataset consists of 70,000 human face images each at 1024 x
1024 resolution. The faces are varied in terms of age, ethnicity, gender, image background, angle
when the image was taken, etc. It also covers accessories like eyeglasses, sunglasses, hats, etc.

We randomly choose one image from CelebA and FFHQ, encode them into vectors and perform a
synthesis. So, technically, there is no train/dev/test set since we use a pre-trained StyleGAN network
and perform a per-image task.

4 Methods

Our overall strategy is: first embed two real images into StyleGAN latent space; then interpolate
those two latent vectors to generate a synthesized picture.
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Figure 1: Image Encoding Model. W is first initialized from the training average latent vector and
then input into different layers of the StyleGAN’s synthesis generator (G) to output the generated
image G(W); the loss is calculated between the real image I and G(W) in terms of pixel-wise loss
and perceptual loss, which is defined as activation difference in a VGG-16 network. We optimize W
to minimize the loss defined in Equation 1.



Figure 1 illustrates the overall model we use to encode images. The idea being, for any given image
I, we train a latent vector I/ to minimize the loss

L= Acpercep(G(W)7I) + A‘L:pixel(c;((VV% I) = Z ||AZ(G(W)) - Al(I)||2 E )‘”G(W)? I||2 (1)

where W € Rnum of style xlatentsize, (i the sythesis generator of StyleGAN and G/(W) is the generated
image; A is the hyperparameter weighing pixel-wise loss; A; is the i-th layer’s activation of a VGG-16
net [9], and we choose 4 layers: convi_1, convl_2, conv3_2 and conv4_2, same as [3].

For face morphing, we explore three different ways to interpolate two latent vectors W, and W,
encoded through our above model from a person’s and celebrity’s image respectively:

1. Linear Interpolation
W, = >\interpr =+ (1 - >\interp)Wc
where Ainerp is the user adjustable degree of synthesis.
2. Style Mixing

W]: style_xp, :] = Ainterp Wp!: style_xp, :] + (1 — Ainterp) We|: style_xp, :]
W[style_xp :,:] = (1 — Ninterp) Wp/[style_xp :, :| + Ainterp We[style_xp :, :]

where style_xp is the crossover point between [0, num of styles).
3. Attribute Mixing

W[:, : latent_Xp] = Aiperp Wp!:, : latent_xp] + (1 — Ainerp) We[:, : latent_xp]
W[z, latent_xp :] = (1 — Ainterp) W3, latent_xp :] 4+ ineerp We|:, latent_xp :]

where latent_xp is the crossover point between [0, latent size).
The interpolated vector is finally input into the synthesis network (G) to generate the synthesis image.
S Experiments

We conducted extensive experiments to find best model and hyperparameters; we also report our
quantitative metrics and qualitative results including an user survey. Code is available on Github'.

5.1 Loss Function
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Figure 2: Recovered Images Using Different A Weighing Pixel-wise L2 Loss

To generate images as similar as possible to real input images, we first tweaked the loss function. We
tried out different values of A\ which weights the pixel wise loss in the loss function. As shown in
Figure 2, when pixel loss weighs too much, we give the neural net too hard a question to solve for
regenerating an image, and that restricts its freedom to optimize. However, by only using perceptual
loss, the problem becomes easier to solve, since the net now only needs to produce an image that
looks perceptually similar to the real image. Therefore, we decided to use A = 0 since it generates
the image that is the best in terms of visual quality.
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Figure 3: Recovered Images Using Different Numbers of Styles

5.2 Number of Styles

We would like to understand how different number of styles affects the generated images’ quality.
Figure 3 shows that with 18 styles, we can capture more details than with fewer styles. A deeper layer
in the synthesis network captures finer features, so by having one style per layer, we can use different
styles to capture different levels of features and thus recovering the input images more realistically.

To quantitatively measure the synthesis quality, we define the perceptual path length (PPL) as follows:
1
PPL = E —Qd(G(lerp(Wp, We; Ainterp))» G (lerp(Wy,, We; Aingerp + €)))
€

where lerp is the interpolation function; e = 10~% is a small tweak to interpolation parameter; d is
the perceptual length measured by L2 norm distance between VGG-16 activation. Intuitively, this
metric shows the robustness of generating images from recovered latent vectors and the smaller PPL,
the better. Table 1 shows the quantitative metrics of different number of styles. As we can see, 18
styles gives the best results.

Table 1: Loss and PPL Metrics of Different Number of Styles
Num of Styles 1 3 9 18
Loss 10504 | 8835 6737 6037
PPL (x107) 1.0997 | 1.2537 | 0.9501 | 0.8592

5.3 Synthesis Degree

We would like to adjust the degree of synthesis. So, we tuned Ajpeerp Which controls the weights on
using the features from W),. As shown in Figure 4, when Ajperp is small, the synthesized photo looks
more like the photo generated by W.. Since we would like to get a synthesized photo that look more
like the user than the celebrity, we decided to use Aiperp = 0.7.

5.4 Interpolation Methods

We tried different face morphing methods defined in Section 4. Figure 5 shows the output of different
morphing methods. Linear interpolating means all features from one human have the same weights,
so we see the images synthesized nicely with one person’s features dominating. Mixing styles means
one person’s coarse features dominates and another person’s fine features dominates because the
deeper the styles in the neural network, the finer details they capture. From figure 5, we found that
style mixing also produces reasonably good quality of synthesized images. However, attribute mixing
works poorly. We think it is because features might be controlled by multiple attributes, so randomly
choosing a cross point might put attributes that control the same feature into different weights, for
examples, attributes A and B together controls eyelids, if A of imagel dominates and B of image2
dominates, then the synthesized image might be distorted on that feature.

5.5 User Survey on Synthesis Quality

We sent out a survey to 15 users. 80% users can identify which two images are used to synthesize the
given image from 4 options. 46.7% users think that linear interpolating produces the best quality of

'Link to Github repo: https://github. com/zhc047/cs230
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Figure 4: Synthesis Images Using Different Ajyer, Controlling Synthesis Degree
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Figure 5: Recovered Images Using Different Interpolation Methods

synthesized image, and 33.3% think that style mixing where crossover point is at half of total number
of styles synthesized the best. 53.3% users think that when we don’t use pixel wise loss, i.e. A = 0, it
does the best job of reproducing the original image.

6 Conclusion and Future Work

We embedded two real human face photos into StyleGAN’s latent vectors, and interpolated them to
generate a synthesized image. Perceptual loss alone reproduces images better than with pixel wise
loss due to more freedom to optimize. Synthesis on styles has smoother results than on latent space
because choosing cross point on latent space might separate two entities which control one feature.

We currently interpolate two latent vectors W’s by using a scale preserving linear combination.
However, we don’t have any constraint on the distribution of W), and W, so simply adding them
up by adjusting some percentage of each does not seem to make sense. The next step would be
considering the distribution of W when calculating loss. Another idea is to further analyze latent
space, and see which features can be manipulated in group, so that we can synthesize part of the
features but not all. For example, always use the background, skin color of first image, and synthesize
on other attributes like face shape, eyes, mouth, etc. Besides, we can also employ some task specific
techniques such as facial landmark, geometry and illumination [10, 11, 12] to further improve
the system. Those techniques would allow us to better synthesize photos taken at different angles,
under different lightning, and be able to detect faces from a picture. We can also try out with
expression/gender transfer, etc.



7 Contributions

This is a solo project, so Zhu contributed to all the work above.
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