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Abstract

This project aims to evaluate several different approaches to neural machine translation, incorporating deep learning techniques such as sequence to sequence models, long short-term memory cells, and self-attention. This paper contains an in-depth analysis of each approach, and an error analysis of hypothesis translations made by the model. The accuracy metrics used here are BLEU scores. The models built perform French to English translation.

1 Introduction

The inability to communicate due to language barriers is one of the largest impediments we face as a society today. We can even see the importance is business. For example, HSBC Holdings, a major UK based bank lost 10 million dollars in rebranding costs after their campaign “Assume Nothing” was translated to “Do Nothing” in a number of countries across the world. This translator, in whatever form it took on, lacked the intelligence to identify the context within which the original statement existed. This issue is something we are working to circumvent with our system. However, this issue doesn’t just stop at business. It extends to the international relations as well. Take for example aid relief across countries. Between two countries that speak different languages, take Mexico and the United States, the efficiency of communication during a natural disaster is of utmost importance. With every moment passing incredibly detrimental, it is important to have an institution in place that satisfies is more efficient than human translators, that must be contacted and are much slower than a computer. We used Data from the EMNLP 2011 Sixth Workshop on Statistical Machine Translation as our input (corpususes of sentence in both French and English). Then, we used RNNs to learn the translations of these sentences and as an output we try to translate a sentence from French to English or vice versa. Our project consists of comparing different models, namely:

- Model 1: Sequence to Sequence Recurrent Neural Network (RNN) with Adam Optimization, Gradient Clipping, Dropout, and L2 regularization
- Model 2: Sequential Long Short-Term Memory (LSTM) RNN with Nadam Optimization
- Model 3: Seq2seq RNN with LSTM cells and Stochastic Gradient Descent (SGD) as the method of optimization. Model with and without an attention mechanism.

2 Related work

One related paper that we looked at was Park Chansung’s Seq2Seq model in TensorFlow which used a sequence to sequence (seq2seq) RNN with gradient clipping, Adam optimization and dropout. One shortfall of this model was the restricted portion of the WSTM 2010 French-English Corpeum while another issue stemmed from the hyperparameters, whose usage we found were sub-optimal. In
these ways our model 1 differs, as we tuned hyperparameters, added L2 regularization to bolster the efficiency of training and also added Bleu scoring to better tune and test the model.

The model used in "Sequence to Sequence Learning with Neural Networks" had multi-layered LSTM cells in order to map an input sequence into a fixed dimensional vector. The use of LSTM allows the model to better understand the context of the input. This model is most similar to our model 2, however it differs most starkly with this technique in LSTM training. There is similar related work in the paper "Effective Approaches to Attention-based Neural Machine Translation".

Another model (see image below) from "Neural Machine Translation with Word Predictions" uses an encoder-decoder structure similar to our Models 2 and 3. This paper uses a word prediction mechanism, wherein the decoder is able to predict individual words in a target sequence as part of the learning objective for the initial state. For this, this model incorporates a gated recurrent unit (GRU), which has been shown to perform well in speech recognition and machine translation.

The model described in "A novel approach to neural machine translation" used CNNs, in contrast to all our models which used RNNs. As described in their paper, CNN’s have two main advantages: bring its ability to compute elements simultaneously and that they process information hierarchically, allowing it to capture complex relations in data. While in research RNN usually outperform CNN’s, the CNN’s ability to capture more complexity gives it the unique ability to better translate across more grammatically nuanced languages.

3 Dataset and Features

We are using Data from the EMNLP 2011 Sixth Workshop on Statistical Machine Translation, which focuses on translation between various European languages. Large portions of this data come from the European Parliament Proceedings Parallel Corpus, which contains sentence aligned text for translation systems in 21 languages. This dataset also includes data from the News Commentary corpus. Overall, the dataset contains about 45 million words of training data per language from Europarl, and 2 million words per language from News Commentary. This dataset is extremely large, and we are using a 98-1-1 split for our train, development, and test sets. While building the model, we intend to use a fraction of the dataset for implementation convenience (around 150,000 sentences in our training set and 1,500 for both our dev and test set). Below are examples of the French and English training data, respectively.

Preprocessing done on the data varied based on the needs of the model. In general, we used a small fraction of the data in order to run our model in a practical amount of time. Additionally, the dataset contained lots of odd symbols that were not part of the French or English vocabulary, so filtering needed to be done based on that to ensure that the text we were attempting to translate was actually part of the vocabulary. We stored our source and target vocabularies in numpy ndarrays, and used these words as features. A citation of where we got our data is included in the References section under label 4.
4 Methods

Model 1: For this model we used a sequence to sequence RNN with adam optimization, gradient clipping, dropout and L2 regularization using TensorFlow. Much of this code follows Changsung Park’s work in his "English-French Machine Language Translation in Tensorflow" project. Adam optimization allows the model to train more efficiently. We used gradient clipping to solve the issue of RNN’s vanishing and exploding gradient. The idea is that gradients cannot go outside of the range of [-1,1], which makes training more efficient for models. We also employed dropout. Dropout effectively grey out certain neurons during different phases of training. This strengthens the overall model by lessening the likelihood of overfitting. Finally, we used L2 regularization which penalizes large weights, in turn lessening the likelihood of having very large gradients, making the training more efficient. The loss function used in this model was weighted softmax cross entropy loss function. An equation for this function is illustrated below along with an equation for L2 regularization, respectively:

\[
\begin{align*}
\text{Loss} &= -\sum_{c=1}^{M} y_{ce} \log(p_{ce}) - ||w||^2 \\
\text{L2 Regularization} &= \frac{1}{2} \sum_{i=1}^{D} \sum_{j=1}^{D} w_{ij}^2
\end{align*}
\]

Model 2: For our second model, we adapted our model from a sequential Encoder-Decoder LSTM model, cited below ([6]). Since the source language and target language were different than what this model was originally used for, we had to make several modifications, but retained aspects of the general structure. We trained Keras’ inbuilt Tokenizer on our french and english vocabularies, and then built our encoder using these tokenized values. We post-padded these sequences, and used Keras’ inbuilt Embedding layer to embed our source vocabulary. We then incorporated an LSTM cell that returned the last output in the output sequence, as well as a Time Distributed layer wrapper to our output Dense layer with an activation function of ‘softmax’. Regarding our optimizers, both Adam and Nadam worked fairly well, but Nadam slightly outperformed Adam, with the key difference between the two being that Nadam uses Nesterov momentum. We used categorical cross entropy loss, with the formula as follows:

\[
CCE = -\frac{1}{N} \sum_{i=1}^{N} \sum_{c=1}^{C} y_{ci} \log(p_{ci}) [y_{ci} \in C_c]
\]

Model 3: Our third model was adapted from a seq2seq model Luong et al.’s model with our data to compare the benefits of using a sequential RNN with and without an attention mechanism. We had to do a lot of data modification in order to get this model to work with our data. This included creating our own vocabularies of the 17,000 most common words in the English and French language. This model uses a bi-directional encoder and decoder to create embeddings for the English and French vocabularies. This algorithm creates embeddings for both of the vocabularies of the source and the target language. The encoder has access to the word embeddings and the source information. The decoder also needs access to the source information, the word embeddings, and the target information. We pass the last hidden state of the encoder to the decoder to allow the decoder access to the source information. We measure the success of the translations using the Bleu score, as shown below where \( c \) represents the actual number of word matches in order and \( r \) represents the total possible word matches by order per input/output pair.

\[
BP = \begin{cases} 
1 & \text{if } c > r \\
\frac{1}{r} & \text{if } c \leq r 
\end{cases}
\]

Then,

\[
\text{BLEU}=BP \cdot \exp \left( \sum_{c=1}^{N} w_{c} \log p_{c} \right).
\]

We also had another model with an attention mechanism. For shorter sentences, there is not as much context and thus translations are easier. However, with longer sentences, there can be context that is missed and therefore leads to worse translations. It does this by comparing the current word to be decoded with each word of the input to create an attention vector. It then creates a context vector of the weighted averages of the source words which is used to help decode each of the target words in the hidden states, as shown below.
\[ \alpha_i = \frac{\exp(\text{score}(h_i, h_a))}{\sum_i \exp(\text{score}(h_i, h_a))} \quad \text{[Attention weights]} \quad (1) \]

\[ \beta_i = \sum_i \alpha_i h_i \quad \text{[Content vector]} \quad (2) \]

\[ \alpha_i = f(c_i, h_i) = \text{tanh}(W_c c_i h_i) \quad \text{[Attention vector]} \quad (3) \]

5 Experiments and Results

For most of the analysis of our model’s performance, we used BLEU scores as our overall metric, the most common evaluation metric used for translation. A BLEU score of 1.0 indicates an identical output to the reference translation, and a score of 0.0 indicates no n-gram overlap between the reference translation and the hypothesis translation. BLEU scores take into account accuracy at various ngrams, and interpolate these values to come up with an overall accuracy metric.

Model 1: In this model we chose the following hyperparameters: Epochs = 15, batch size = 256, learning rate = .005, keep probability = .75. Originally, our data was severely overfitting our training data. In order to circumvent this process, we introduced dropout, with the hyperparameter .75 for the keep probability for any arbitrary neuron. For all of these parameters, we randomly sampled different combinations and re-ran our training algorithm using these unique initializations. We made sure to not make the steps uniform, in order to maximize the number of values we tried for each value. We then chose the combination that gave us the highest rating for BLEU scores, averaging the 1-gram, 2-gram, 3-gram and 4-gram scores. A table below shows the outputs from these various models. (Legend: E: epochs, B: batch size, L: learn rate, K: keep rate for dropout)

<table>
<thead>
<tr>
<th>BLEU Score</th>
<th>L: 12 E: 12</th>
<th>L: 12 E: 15</th>
<th>L: 15 E: 25</th>
<th>L: 15 E: 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>L: 205 K: 2</td>
<td>0.575005</td>
<td>0.621569</td>
<td>0.609904</td>
<td>0.670219</td>
</tr>
<tr>
<td>L: 205 K: 75</td>
<td>0.283899</td>
<td>0.324855</td>
<td>0.312943</td>
<td>0.371632</td>
</tr>
<tr>
<td>L: 255 K: 2</td>
<td>0.340848</td>
<td>0.395124</td>
<td>0.352631</td>
<td>0.406752</td>
</tr>
<tr>
<td>L: 255 K: 4</td>
<td>0.149425</td>
<td>0.194190</td>
<td>0.186648</td>
<td>0.237933</td>
</tr>
<tr>
<td>L: 255 K: 8</td>
<td>0.220195</td>
<td>0.270191</td>
<td>0.248001</td>
<td>0.306998</td>
</tr>
<tr>
<td>L: 315 K: 8</td>
<td>0.293391</td>
<td>0.347714</td>
<td>0.324260</td>
<td>0.389272</td>
</tr>
</tbody>
</table>

Model 2: For this model, we experimented with several different architectures, as well as various forms of hyperparameter tuning. We also attempted to use a French stemmer and an English porter stemmer, to remove morphological affixes from words and use only the word stem. We received mixed results from our model with the stemmer, where it performed perfectly on certain sentences and very poorly on others. We experimented with several optimizers, and based on our BLEU scores, decided to use Nadam. Below is a table containing our BLEU scores with various optimizers.

<table>
<thead>
<tr>
<th>Average BLEU score</th>
<th>Adam</th>
<th>Adamax</th>
<th>SGD</th>
<th>Nadam</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.116022325</td>
<td>0.03051175</td>
<td>0.0</td>
<td>0.1249395</td>
<td></td>
</tr>
</tbody>
</table>

For our Nadam optimizer, we experimented with several different ranges of learning rates. Below are graphs that represent our models validation loss over 20 epochs for various learning rates.

Model 3: For this model we had 128 dimensional hidden units. We used dropout (rate of 0.8) and SGD with a learning rate of 1 as our method of optimization. After 8 epochs we begin to decay our
learning rate by half for the remaining 4 epochs (12 epochs total). Batch size of 256. We chose these based on the paper of Luong et al. based on their model. After training this model on the original dataset, cleaning the data and rerunning led to better results. We also trained it on different sizes of data whose results are in the table below. The attention model used corpus of 130,000 examples.

<table>
<thead>
<tr>
<th>Training corpus size</th>
<th>20,000</th>
<th>40,000</th>
<th>130,000</th>
<th>Attention model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Bleu score</td>
<td>0.14</td>
<td>0.18</td>
<td>0.26</td>
<td>0.48</td>
</tr>
</tbody>
</table>

6 Error Analysis

Model 1: In the below example, we can see that the two words that were dropped out were “threedimensional” and “gridbased.” There are two explanations for this phenomena. The first is that these are both very uncommon words and the model is not likely to understand the meaning behind these words. The other reason is both of these words are most commonly used with hyphens or spaces in between. However, given the strange nature in which they were written, the model would have a hard time coming to this translation. Without their meanings, the sentiment was lost and replaced with a simple “a.” This strange formatting of data was present in much of our dataset and contributed to much of the error we saw. Original English: Their simplest form is the box model, but the most Eulerian models are three-dimensional grid-based models. Actual Translation: Leur forme la plus simple est le modèle en boîte, mais la plupart des modèles euleriens sont des modèles tridimensionnels bases sur une grille. Model Translation: Leur forme la plus simple est le modèle de boîte de, mais la plupart des modèles sont des modèles.

Model 2: This model had trouble translating sentences with more than 5-6 tokens, and generally performed better on short words or phrases. It seemed that the model was having trouble stringing together larger sequences, but was able to translate words in isolation. One example where the model was unable to retain sequential knowledge is as follows: Source: Merci, Papa! Target translation: Thanks, Dad!, Hypothesis translation: thanks thanks thanks thanks thanks Here, we see that the model is able to translate the word ‘Merci’ correctly, but fails to recognize the sequential information necessary to create a coherent phrase, even though the source text is short. This likely has to do with the fact that there is only one sequential layer in this model.

Model 3: This model mostly failed when there were words that were not in the dictionary (proper nouns). For example, one sentence read “M Sherb n’tait pas partie la plainte qui avait…” and it was translated to “Mr <unk> was not part of the complaint …”. Since this was trained with the attention model, most of the other words were translated correctly and even thought it was a long sentence, it had a Bleu score of approximately 0.5.

7 Conclusion/Future Work

Overall, our first model was the highest performing on average due to the combination of using an Adam optimizer and L2 normalization. However, the highest BLEU score came from model 3 which used the attention mechanism. Given the long sentences in the corpus, the attention mechanism allowed the model to keep track of the context within the sentence to choose the best words for the translation. Since this model used SGD normally, we concluded that this is the reason why it did not perform as well as model 1 and that Adam was a preferable optimizer. If we had more time, we would have loved to explore translating other corpus’ on the same models to see if it was a limitation of the data. Further, we would have loved to test all of the different elements of all the models to find some combination that was most effective at translating languages.
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