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Motivation

We trained a deep neural network to predict the clothing
attributes of fashion images using transferred learning on top
of pre-trained VGG-16. The motivation of training this
model is to create “search engine” for fashion images, the
possible use case will be for fashion journal editors to find
the similar outlook from their own database of images and
illustrate for blog readers. The commercial value from
making the fashion photos able to ‘talk” about their attributes
is tremendous. If we are able to label the street snapshots of
their color pattern quickly, then the advertiser can quickly
and automatically search for ones with the similar labels and
display links for recommendation, thus improving the ads
conversion rate.

Data

We used clothing attributes dataset of Research from
Stanford University Data and More from Stanford's Cutting
Edge Researchers

Originally there are 1856 pictures [6], and each image is
processed with data augmentation, resized to the resolution of
224x224x3 and normalized by dividing 225 and between 0
and 1

The training and testing split is 67% and 33%. Therefore, the
shape for training is a tensor of (13676, 224,224, 3) and test

Transfer Learning Architecture N

Transfer learning model is illustrated below:
the network is stacking two layers on top of VGG-16 in order to obtain a nx1 output (n is number of predicted attributes as needed), and the first 12
layers are fixed and the rest layers are allow to be fine-tuned.
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Result and Analysis

The network is stacking two layers on top of VGG-16 in order to obtain a nx1 output (n is number of predicted attributes as needed), and the first 12 layers are
fixed and the rest layers are allow to be fine-tuned.
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Discussion and Future Work

We found that higher dimension of classification output doesn’t necessarily means worse performance. However, the intuition is that
with more dimension, the output labels tend to have correlation with each other, which provides the training model more noise. It might
worth testing the performance of reducing the output label dimension by PCA to see whether the model prediction result will change.

The result complies with the intuition that fine-tuned model works better than original VGG. In the future, it might be worthwhile to
explore a more sophisticated method to perform multi-label classification by loss function variation, input data processing especially the
output labels fed into the model, and etc, to prioritize the most important output attributes.
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