Vehicle make, model and color recognition can be widely leveraged by traffic control department for statistics and suspicious vehicles tracking. Also it can benefit common consumers as well. Imagery users can know the detailed information about a car they saw in the street by just taking a photo. In this paper I will finalize an end-to-end application, the input would be a RGB picture which displays a car in arbitrary angle, and output would be an explicit string that describes the make, model and color of that car.

**Dataset**

Stanford vehicle dataset [2] is used in this project as it is free and easy to access. This dataset contains 10,165 images from 196 classes. And the data is split into 8,144 training images and 2,041 test images. Each car is described with Make, Model and Year, which means the 196 classes may contain cars of same make or model but different years.

[Image: Sample images from Stanford Vehicle dataset]

**Loss Function**

As a classification problem, cross entropy is enough to be the loss function. Firstly, the softmax function produces:

\[
\sigma(y | x) = \frac{e^y}{\sum_{y'} e^{y'}} ; \quad y = 1, ..., N
\]

where \( y_i \) is the similarity of the class \( i \), \( N \) is the number of the classes. The cross entropy measures the quality of a model for a probability distribution.

\[
CE = - \frac{1}{M} \sum_{m=1}^{M} \sum_{i=1}^{N} y_{im} \log(\sigma_{im}(x_{m}))
\]

where \( m \) is the index of the element in the batch, \( M \) is the batch size.
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**Architecture**

The overall architecture of the application is shown as Figure 2: a YOLO network will be leveraged to output the coordinates of the box which contains the main object in the image. Then I resized the output to (224, 224, 3) before feeding it to the neural network. [3] has already gave an efficient and highly accurate CNN (97% accuracy) to classify the color of vehicle. Benefit from transfer learning, I chose several mature networks from the Application model of Keras[1], which can help mitigate the time constraint on my work. The networks I used includes VGG, SqueezeNet, ResNet50, InceptionResNetV2 and MobileNet. To leverage transfer learning, I used Imagenet weight and freeze the whole network as base model, and add two blocks at the end of base model, each block contains one dense layer, one batch normalization layer and one dropout layer, so I only need to train the parameters in last two blocks for each network. In addition I also implemented one logistic regression model and two simple CNNs as the baseline models.

**Experiments**

The experiments section is shown as Figure 3 and Figure 4. Then I do a comparison between models and baseline models.

**Conclusion**

Baseline models are either not sophisticated to learn the models, or cannot handle overfitting well. The complex models perform better but need the assist of transfer learning, otherwise it may take too long to tune the hyper parameters and train the network. The final prediction accuracy is 79.9%, some images are wrongly labeled, either because of the low quality of original images or two cars with same model & make but different manufacture years have extremely similar appearance, which is even hard to be distinguished by human beings. In the future I may collect more data to mitigate overfitting and test more networks such as GoogleNet, then insert new layers in the middle and tune the parameters to obtain a better performance.
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