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The metric chosen to evaluate the
CustomNet models was F1 score

In developing countries there exists an acute shortage
of radiologists. The excessive workload sometimes

may lead to faulty diagnosis and false negative results. Model Train Test

This project is a deep learning model which can look

at an image of an x-ray and can screen the patient for —— CustomNet | 0.3541 | 0.3745

pathophysiological conditions. The way we have Comaolan ot —— Densenet121| 0.2679 | 0.2521

currently approached the problem is by using a CNN Comv(L 32, stride=1, padding=2)  Padding=2) . ResNet 0.4836 | 0.4690

in which will give us either an ‘all clear’ or ‘send for stride=1, RelU (128,64)

further consultation’” for 13 documented chest padding=2) RelU e

conditions. The metric used for evaluating the models RelU Hosponiomal s sy 418

was i seore. MaxPool ' * Error  Analysis:  Analyze  which
i':fg‘ii;ze:z' examples are being misclassified by

DenseNet121 accuracy of the model.
CheXpert is a large public dataset for chest radiograph 3 Dense * Train on frontal images and test on

interpretation,  consisting of 224,316 chest
radiographs of 65,240 patients. It consists of frontal
and lateral Chest X-ray images labelled with 13
documented conditions
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