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accuracy.1 1. Inception V3:

Our goal is to devise an
end-to-end model for
classifying images of human
faces into eight classes of
common facial expressions. We
train a deep neural network
model based on the Inception
V3 architecture. Our highest
performance, 80.2% on the test
set, after 20 epochs of training.
We tackle our biggest challenge,
data imbalance, through
modifying loss function, data
synthesization, etc.
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We trained the models on a set of
14,000 RGB images from a
Kaggle dataset [1]. Each image
also comes with a ground-truth
label that will be converted into a
one-hot vector. All image data are
normalized based on the
256-point scale and have been
randomly cropped into 224*224
tensors.
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All image data are converted
into 2-D tensors of kernel size 3.
During training, we also append
each image with a class weight
that will help the model penalize
the loss. The reason we apply
weights to the model is largely due
to severe data imbalance.
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‘We experimented with various
architectural modifications including
adding more intermediate loss
functions and more fully-connected
layers.[2]

2. MobileNet:

‘We picked this model because it has
much fewer number of parameters
and thus more efficient in training
stage.[3]

3. NasNet:
It has the state-of-art performance,

After this project, we learned
that our model uses very
similar approach to
understand facial emotions as
humans do. We both rely on
the most contrasting features
to perceive other people’s
emotions of the face, such as
wide-open mouths, frowned
eyebrows etc. In terms of
results, our model doesn’t
achieve the state-of-art
accuracies, but it shows new,
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and we use this model as a
output benchmark of other models’ overall
classifier ~performance.[4]
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1A H promising characteristics such
as learning new features,
nuanced semantic
The following table illustrate each representations.
o e model’s best performance recorded
auxiliary classifiers on the same dataset.
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