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Motivation

The increase in false profiles on social media has resulted in users being lured into relationships by a fictional online persona, a phenomenon known as catfishing. We implemented a facial recognition algorithm that when combined with a pose recognition algorithm, provides a model for detecting fake social media profiles. We compared performance using two architectures: a standard Convolutional Neural Network and a Transfer Learning Model (Inception-ResNet v2) on a classification task between 15 different subjects using accuracy as our metric.

Data/Features

We used the Yale Faces Data Set, which contains 165 grayscale images of 15 individuals (14 males, one female). Each subject has 11 different images, each with a different facial expression: center-light, wearing glasses, left-light, happy, without glasses, normal, right-light, sad, sleepy, surprised, and winking. Since the data set was relatively small, we did approximately a 60-20-20 split for the train, dev, and test sets. Our raw input features are the pixels of each grayscale image, which is 256x256 in the basic CNN and 128x128 in the transfer learning solution. We do not have any derived input features. Our features are appropriate for this task because they are standard inputs for a facial recognition model.

Results/Discussion

We included 106 images in the training set, 30 images in the dev set, and 30 images in the test set. We found that the two models, the transfer learning model performed better. While the basic CNN had an accuracy of 90%, Inception-ResNet v2 had a test accuracy of 91.5%. We expected the model to be pretrained on a large dataset which we thought would result in better performance. The success of Inception-ResNet v2 suggests that since facial and pose recognition models currently exist independently, a transfer learning strategy could be useful in solving the larger problem.
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Models

Two models were used:
1) Basic CNN
The first model is a 3x3 CNN -> BatchNorm -> ReLU -> 2x2 MaxPool network with Adam Optimization. We classify between 15 different people and use a sparse softmax cross entropy loss function.
2) Inception-ResNet v2
The second model that we tested used transfer learning. We used the Inception v3 architecture initially trained on the imagenet dataset. We then trained it on our own dataset and used it to classify between the 15 different people. We again used a sparse softmax cross entropy loss function.

Hyperparameter Tuning

We systematically tuned the following hyperparameters: image size, momentum term, learning rate, and batch size. We also used learning rate decay in our second model. After testing various values we concluded that the hyperparameters below combined to create the best accuracy and lowest loss.

<table>
<thead>
<tr>
<th>Hyperparameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>v0</td>
<td>1e-2.5</td>
</tr>
<tr>
<td>β</td>
<td>0.7</td>
</tr>
<tr>
<td>Image Size</td>
<td>256</td>
</tr>
<tr>
<td>Batch Size</td>
<td>8</td>
</tr>
</tbody>
</table>

Future

We proposed that the solution to the problem would involve both a facial recognition and a pose recognition component to detect whether or not a profile was legitimate. Because we focused on implementing the facial recognition component of our solution, the next step is to implement the pose recognition component. Once both are working, we would combine the two models to create a model that can recognize both a pose and a face in one image. We believe this model will be able to detect fake online profiles.
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