Predicting the Distribution of Car Demand

Hyoungju Seo hjseo@Stanford.edu

P

Background Dataset and Features
Autonomous Mobility-on-demand (AMoD) is a new | used Yellow and Green Taxi Pickup Data in New York City from 2014 to 2017 for training and evaluation.
paradigm for future urban transportation systems. The main | [Input features of car demands are weather, date, time and previous car demand.
challenge of AMoD is that systems are out of balance by Previous
asysmmetric demand. To coordinate the system with the Weather, Date/Time _ Car Demand 0o E
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forecast model using Long Short-Term Memory.

To catch long-term time-series characteristics, | used LSTM models with From my experiments, | figured out that the optimal parameters are | | 1. Predicting car demand
different parameters. | experimented with respect to time sequential length, | |48 time sequential length, using only precipitation input, 10 with other influential
time step, input condition, data categorization, depth of LSTM and an minutes time step, time categorization and 3 Depth LSTM. The information (e.g. events,
attention layer. From these experiments, my goal is finding maximum result is predicting car demand with 3.49% error. news data).

accuracy of prediction. Except those parameters, | used 100 epochs and 100 2. Predicting more

batch size for all experiments. Input Condition and Sequential Length Data Categorization specific information - not

only car demand number
but also area information
(departure and
destination).
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