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1 Introduction

Vision transformers have come to dominate the world of higher-performance computer vision.
Transformers are attention networks, making use of a simple scalar value to pass information between
elements. It has been noted that transformers can be thought of as graph attention networks, and that
message passing is an existing technique to pass more rich information between nodes of a graph.
We propose a vision transformer that makes use of message passing as an alternative to the scalar
attention of traditional transformers. By passing more information between the nodes of our graph,
we might hope to achieve higher performance than traditional methods.

2 Background

Transformers were originally introduced by Vaswani et al. in the 2017 paper Attention is All You
Need[1]. Initially applied to the machine translation task and building upon previous models that used
both recurrent neural networks and attention, transformers eschew the recurrence component, relying
entirely on a mechanism called multi-headed self attention. Self attention works by breaking the
embedding of words up between multiple heads. These heads are then passed through three separate
weight matrices to compute query, key, and value matrices. The queries and keys are multiplied in
order to create attention scalars, which scale the values before they are passed to the next layer of the
network.

Transformers were later applied to the computer vision task in the paper An Image is Worth 16x16
Words by Dosovitskiy et al[2]. Rather than using sentences composed of words for inputs, this paper
used images by breaking the images into several patches, flattening them, and dropping them into the
transformer architecture in the same manner as Vaswani had previously done, replacing sentences
with images and word-embeddings with patches. This architecture achieved state-of-the-art level
performance on image classification benchmarks in 2020. While alterations have been made to the
architecture in the form of things like Google’s MaxVit[3], the basic concept of using transformers
for the image classification task remains state of the art.

In a lecture at Cambridge, Petar Veličković points out that transformers can be thought of as graph
attention networks[4], where the words (or in our case, patches) function as nodes and the attentions
function as attentions. In this project, we would like to expand on this idea, and attempt to apply
techniques used by graph neural networks to improve the performance of vision transformers.

It is expressed in the same lecture that message passing networks are an alternative to graph attention
networks that pass more rich information between the nodes of the network than attention alone.
This technique, first proposed in the paper Neural Message Passing for Quantum Chemistry by
Gilmer et al.[5], passes vectors between the nodes of the graph network rather than scalars, and is in
principle more expressive than attention passing. Additionally, Message passing neural networks have
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