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Abstract

We investigate two general video synthesis methods that use conditional generative
adversarial networks (GANSs) to create artificial videos. The goal is to generate
videos that contain a target character performing new actions. In the first method,
the GANS are trained on the video of the target character to directly generate the
images of the target for new actions. In the second method, we first learn the
representations of the 3D geometry and the appearance of the target person from
the target video and then apply a texture to the body using a GAN. We apply both
methods to create videos of the same target for several selected poses taken from a
human action dataset.

Project github https://github.com/github-rishi/cs230_project

1 Introduction

In this project, we address how to transfer actions, such as jumping jacks, to a target person by
training the model using a short video of the person. Generating realistic personalized actions can be
used for many applications such as gaming, personalized VR, and clothing. As an example, the users
of a metaverse can create their realistic avatars similar to their actual appearance by training on their
short video, then potentially modifying their avatar appearance with different clothing or accessories,
and also moving their avatar with joint motions captured by their VR handsets.

We explore two general approaches to create personalized human body actions. In both approaches,
the output of the action generator is a video of the target person performing a given action and the
input of the action generator is a time sequence of the body key points for the given action. In the first
approach, we directly create the images of the body motions for given body poses using a conditional
Generative Adversarial Network (GAN)[1]. The GAN is trained with a video of the target user. In
the second approach, we partially or fully integrate the graphic rendering pipeline into the video
generator to create the output images. The joint points of the given action are converted to a body
mesh representing the person’s body structures in 3D and the actions. We then convert the mesh to
images and train a conditional GAN to apply texture to the images. The second approach has the
advantage that we could texture the body mesh using a conventional texture map or a neural renderer,
which can be more robust to action change than image to image training.

2 Related work

Several methods for generating artificial videos have been researched. We divide them into two
categories: (1):Direct image to image approach [2][3][4][7][17] and (2): Computer graphics based
methods [8] [9] [11][12][15]

In direct image to image methods, conditional GANs [1][18] are used to create each image of the
output video for the given pose. The given pose is extracted from the video of a different person
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performing the action. Chen et al [2] used two Conditional GANs to generate the body and the
face. They used two sequential frames instead of one frame to train body GANSs. [17] also uses a
GAN to convert the frames of video. They used a spatio-temporal adversarial objective to achieve
coherent video frames. [7] proposes a network weight generation module that utilizes an attention
mechanism. They claim their approach can generate unseen actions for the target person. Tulyakov et
al [3] proposes MoCoGAN that decomposes the content and motion of a video. They showed that the
motion of a person in a video can be changed without any change in the appearance of the person.

In computer graphics based methods, the 3D mesh and the appearance of the target person is derived
from a video of the target person and then a neural renderer is used to generate the output video. Liu,
Lingjie, et al.[8] synthesized residual deformations and the dynamic appearance of the target due to
new action using a neural network model. They trained their neural rendering network using videos
from many cameras, 3D scans. [11] also used a neural renderer to create texture. Most graphics based
approaches use 3D scans to capture body shape and camera. In this project, we use the videos from a
single camera to train our model.

The graphics based method requires body mesh of the target in the video generation pipeline. The
Max Planck Institute for Intelligent Systems created Skinned Multi-Person Linear model (SMPL)
and various extensions of it such as SMPLX to represent body meshes in different poses[13][14][15].
The parameters of the model include body appearance and body pose. The pose of the body can be
changed without creating any artifacts in body shape and appearance. We used SMPLX to create
our avatar for given actions. Different methods have been proposed to capture the SMPL from an
image [12][14][16]. SMPLIify-X [14] uses a regression approach to fit a SMPL mesh and OpenPose
parameters [19] to an image. EasyMoCap [10][20] and VIBE [13] use GAN to estimate SMPL body
model parameters for a given image, TCMR [16] extracts smooth SMPL mesh of video frames. Most
of the related works use conditional GANs to convert the images[1][18]. These GANs learn a loss
function to train the mapping between input and output images.

3 Dataset and Features

Our model is based on the image to image translation. Our target person video (used for training),
is from: https://youtu.be/XExv47DPIys. This training video is from the youtube playlist
mentioned as part of imaginaire dataset for vid2vid model. We used this youtube video for training
since it has a single person dancing in front of a centrally located camera and the person stays in the
center of the frame. The video length for our training needs to be around 3-5 mins and this playlist
offers a wide range of 3-5 minutes videos with a wide range of poses. The static background in the
video also assures that there are no challenges in regard to generating the proper background when
we do pose translation.

The resolution of the images generated from the youtube video are 1920 x 1080. We use 2000
consecutive images from the beginning of the video for our training set. For our validation set, we use
500 consecutive images from a later part of the video, where the person performs different motions.
For creating our action dataset required for the test, we use action videos that were found on youtube,
as well a youtube video of another person dancing (appendix).

4 Methods

4.1 Image to Image Method

Our method is built upon the video generation method of [2] which is also our baseline for evalu-
ation https://github.com/stanleyshly/EverybodyDanceNow.git. During training, we run
OpenPose [19] to get pose images from a single target video and use them to train the pix2pixHD
conditional GAN, see Figure[T} During the test, we feed the pose images of the source videos to the
trained model to get the videos of the target person with the source poses. The pix2pix HD GAN
model is trained using two sequential images and their open pose representations (sequential frames
are not shown in FigurdI] The GAN takes input of target poses for time t and t+1, and generates
the image for time t, which also trains the model for the transitioning in between the images. The
discriminator is trained using a combination of both generated images and the open pose images.
The generator cost function is a combination of temporal smoothing loss function Lgmgoth, feature
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