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Abstract

Lack of accessible labeled medical images is a major limitation in medical machine
learning tasks; however, generative adversarial networks (GANs) have the potential
to generate realistic synthetic images that can aid in the training of machine
learning models [1]]. In this work, we develop a conditional GAN with gradient
penalty to generate realistic benign or malignant dermatology skin lesion images
and investigate how the generated images can augment training data to improve
performance on a downstream classification task. This work expands on existing
research on conditional GANs and proposes a novel loss function and model
architecture that integrates both segmentation masks and class conditioning to aid
in lesion generation. We find that using additional images generated using our
GAN improves test AUC from 0.763 to 0.899 on the downstream classification
task. These results are promising for work in machine learning-aided diagnosis in
dermatology and support the benefits of GANS in data augmentation for biomedical
image classification tasks.

1 Introduction

Despite growing interest in deep learning for medical image analysis to aid diagnosis and treatment,
the lack of labeled medical imaging data remains a major limitation in the field [1, 2} 3]]. In this
work, we build a conditional Generated Adversarial Network (GAN) with gradient penalty, where we
input a vector of Gaussian random noise and a label of malignant or benign and output a realistic
skin lesion image. We explore dermatology skin lesion image generation, investigating how a GAN
conditioned on malignancy can improve the quantity and quality of training data for a downstream
classification task. We hypothesize that the conditional GAN improves classification performance
by providing training data that reflects realistic lesion types. The focus of our project centers on
generating realistic medical images that can be used in improving the performance of a classifier,
particularly because there is a large data imbalance of many more benign than malignant images.

2 Background and Related Work

GANSs have provided an opportunity for impressive development within the field of image generation.
There are two main components: the generator, which creates a fake image, and the critic, which
attempts to distinguish the real from the fake images [4]. The goal is to produce realistic fake images
by maximizing the critic loss and minimizing the generator loss [4].

Previous studies use GANs to generate fake images to varying degrees of success, including within the
medical image space. One review article assesses 79 papers to compare their approaches to medical
image generation using GANs and outlines numerous network variations — deep convolutional GAN
(DCGAN), conditional GAN (cGAN), Markovian GAN (MGAN), CycleGAN, auxiliary classifier
GAN (AC-GAN), Wasserstein-GAN (WGAN), and least squares GAN (LSGAN) — which have
modifications to the architecture to optimize for different types of input data [5]. Of particular note is
the conditional GAN that allows for the development of images conditioned on some input, and in
our case, benign or malignant image class. Another important type is the WGAN, which uses the
Wasserstein distance to obtain more informative gradients [[6] and stabilize GAN training. Arjovsky
et al. demonstrate that as long as a 1-Lipschitz constraint on the critic holds, a WGAN will be stable
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Figure 1: Sample ISIC Images

and will continue to improve as the critic improves [6]. While this WGAN paper uses a hard weight
clipping to enforce the 1-Lipschitz constraint, Gulrajani et al. propose an improved WGAN-GP
model, showing that a soft gradient penalty term enforces the constraint better in theory and in
practice [[7].

As model architecture has improved, there has been growing interest in applying GANs to generate
medical images. A 2020 study reported using a GAN to generate images of skin lesions to aid in
the diagnosis of skin cancer [8]]. They reported an increase in classifier accuracy when augmenting
the training data with their synthetically generated images [8]. A similar study investigated the
use of GANSs to generate images to improve the identification of skin cancer and found that the
accuracy of a classifier increased by 18% with the addition of the synthetic images [9]. Another
study compared various types of GANs for the purpose of medical image generation and found that
some architectures perform much better than others [10]. Importantly, this paper also outlines an
extensive hyperparameter search, including testing different activation functions, layers, filters, and
normalization for the generator and critic, that is used as inspiration for tuning our model [10].

3 Dataset and Features

We use the SIIM-ISIC skin lesion dataset, created by the International Skin Imaging Collaboration
(ISIC) [11]] (see Figure[T). The ISIC dataset contains 33,126 images of benign and malignant skin
lesions, but is highly imbalanced, with only 584 malignant images. Due to the small number of
malignant images, we augment the training dataset by rotating each malignant image by 90, 180, and
270 degrees and flipping each image horizontally and vertically. Finally, we randomly upsample the
augmented malignant images. This augmentation and upsampling for the training set is important to
ensuring that the GAN does not generate solely benign images.

We take equal numbers of benign images as malignant images for training and keep the original
imbalanced data distribution for the development and test sets to mirror the data distribution on which
the model will typically be evaluated. We split the augmented dataset to have 13,076 training images
for each class for a total of 26,152 training images. The development and test sets each have 3,190
images. We feed these images to the model using dataloaders [12,[13]]. All ISIC images are resized to
299 299, and images are normalized by the ImageNet statistics [14] before feeding them into the
downstream classification model.

4 Methods
4.1 GAN Architecture

For increased training stability and robustness against mode collapse, we follow algorithm 1 from
Gulrajani et al. and introduce a soft Lipschitz constraint for the critic loss in the form of gradient
penalty for both lesion images and segmented images (see Section [7]. Our generator is
composed of a series of de-convolution blocks followed by a hyperbolic tangent (Tanh) output
function and a critic composed of a series of convolution blocks followed by a linear output activation
function. We utilize skip connections in both the critic and generator architectures to allow for
increased model depth, and we train the critic for multiple steps for every generator step, as suggested
by Gulrajani et al. and Arjovsky et al. [6][7]. In our case, we train the model for 10 epochs and
use a noise dimension of 512. We find that for our task, 3 critic updates for every generator update
are sufficient to produce high-quality images without sacrificing computation. For the critic of our
final model, we transfer up to but not including "layer3" of a ResNet-152 model pre-trained
on ImageNet and freeze the weights to use as an initial feature extractor. We follow Gulrajani
et al. and use layer normalization instead of batch normalization in the critic [7], but include batch
normalization in the generator. For intermediate layers, we use LeakyReL U in the generator and ReLU



in the critic. We heeded advice from several sources to correctly code the GAN [7, (16} 17} 18} [19].
Our code utilizes numerous libraries, including PyTorch [20], sklearn [21]], pandas [22], numpy [23]],
matplotlib [24], PIL [25] and pickle [26] as well as time, tqdm, sys, os, glob, shutil, google.colab,
copy, and gdown. See Appendix [A|for a GAN architecture diagram, including the class conditioning
and segmentation modifications described below.

4.1.1 Conditioning on Image Class

To generate class-specific malignant or benign images, we update the GAN to incorporate class labels
similar to other conditional GANs [27, 128, [29]]. For the generator, we embed the labels with a latent
layer of size 512 and then concatenate the embedded layer to the input vector of random noise taken
from a normal distribution of mean 0 and variance 1 before passing the resulting vector through the
rest of the network. For the critic, we similarly embed the labels with a latent layer of size 512, but
we concatenate the embedded labels with the input image later in the network, after the pre-trained
layers. We take this strategy because the pre-trained network assumes the input image will have three
channels (one for each of red, green, and blue); adding additional channels by concatenating the
input image with the embedded labels is not compatible with the transferred layers. Furthermore,
the frozen layers expect image features as input, so having additional labels in the channel does not
make sense. In the training loop, we pass the true malignant/benign labels to the critic when we are
evaluating the critic on the real input image, but we pass uniformly random malignant/benign labels
to the critic when we evaluate the generated images.

4.1.2 Enhancing Lesion Generation with Segmentation Masks

We found that the GAN initially generated realistic skin tone images, but had difficulty recreating
the lesions in the images. To improve the ability of the GAN to capture the lesion structure, we
incorporate segmentation masks into the model, which is a novel feature of our network. We use an
existing segmentation model developed by Chen et al. that uses a UNet16 model [30] that was trained
and evaluated on ISIC images as part of the ISIC segmentation challenge [31]]. This segmentation
model generates four different types of masks that segment the pigment network, negative network,
streaks, milia-like cysts, and globules that we add together to form one combined mask outlining
all of the important features of the image. See Figure [2] for examples of generated images after
incorporation of segmentation masks and class conditioning into the GAN.

To incorporate segmentation information into the GAN, we update the loss. We add a term to the
generator’s loss function that maximizes the critic decision on the segmented fake images (term 2
of Equation 1). This term encourages the generator to focus on creating realistic content within the
lesion segmented part of the image, and we find it is successful in promoting realistic lesions. In
order to ensure that skin color generation is maintained, we keep the original GAN loss term as well.
The modified generator loss given generator G, critic (i.e. discriminator) D, and segmentation model
Sis:

L= MD(X,y) AD(S(X),y) )]
where z are the fake images created by our generator, § are malignant/benign labels chosen uniformly
at random, and A1, Ao are the weights associated with the original GAN loss (overall image and skin
color) and the focused skin lesion loss, respectively.

We modify the critic loss used by Arjovsky et al. [6] to include segmentation information:
Lp = M(D(X,y) D(xy))+X(D(S(X),y) D(S(x),y)) +9p(%,X,¥) ()
gp(iv)_(ay) - a(krﬁD(i{v S’)kQ 1)2 +5(kriD(iay)k2 1)2 (3)
whereZ = ex+ (1 €)ZandZ =~S(z)+ (1 v)S(&) forsomee,y UJ0,1], real images x, true
class labels ¥, uniformly random class labels 7, and hyperparameters «, 8 2 R weighting the gradient
penalty of the critic on normal images and masked images, respectively. The purpose of the second
gradient penalty term is to ensure that the segmentation part does not prevent our Lipschitz constraint

objective and is motivated by Gulrajani et al. [7]. Our final model uses the following hyperparameter
values: Ay = 10.0, A\a = 1.0, « = 1.0, and 5 = 0.1.

4.2 Experiments to GAN Architecture

To improve generated image quality, we’ve tried altering the GAN architecture and hyperparameters.
Experiments include changing activation functions from ReLU to LeakyReLU in the generator, which



Figure 2: GAN generated images and their corresponding segmentation masks.

helps along with skip connections to prevent vanishing gradients in the nal model. Switching
the nal activation of the GAN from sigmoid to Tanh improves generated image quality. This is
counter-intuitive because images we input into the critic are scaled from 0-1, suggesting a sigmoid
function would make more sense than a Tanh function. Next, we notice an improvement when we add
residual convolution layers to both the generator and the critic because these help to prevent vanishing
gradients, particularly when we increase the depth of our generator. The biggest improvement we've
observed in generated image quality results from training for more epochs.

Given the importance of having a stronger critic than generator, we use transfer learning in the critic to
transfer and freeze up to the third layer of ResNet1% pre-trained on ImageNef ff] and omit the

last two layers. Based on a literature search, it appears that including transferred layers in the critic is
an uncommon practice, but we were interested in experimenting with transfer learning to strengthen
the critic. Following the pre-trained layers, we keep a sequence of trainable convolutional layers
with layer normalization and ReLU activation. Strengthening the critic by incorporating transfer
learning into the rst layers of the network has greatly enhanced the quality of images generated. To
experiment with the transfer learning aspect in particular, we have experimented with replacing the
pre-trained model's batch normalization with layer normalization because Gulrajani et al. claim batch
normalization violates the gradient penalty constraint stratéyye have found that replacing the
pre-trained model's batch normalization layers leads to mode collapse. We have also tried unfreezing
the rst two layers of the pre-trained network after the rst training epoch, which results in improved
skin color in the nal images but a loss of the lesions.

In addition to changing the GAN architecture, we have tested different values fehich is a
hyperparameter that weights the gradient penalty for the segmented images. Incrdasing.1

to 0.5 results in mode collapse. We've also tried only training the critic three times every time the
generator is trained (as opposed to training the critic 5 times every time the generator is trained) as
well as trying different learning rates for the generator and critic, using a learning rate of 0.003 for
the critic and 0.001 for the generator, as suggested by Heusel &2hl.Most of these changes
drastically decrease training time but appear to result in images that look very similar, potentially
suggesting mode collapse. We have also tested the incorporation of mixed precision training and nd
that it speeds up training without visible detrimental changes to the nal generated images.

5 Results
5.1 GAN Qualitative Evaluation

To evaluate the GAN, we rst qualitatively inspect the images generated by the GAN every epoch and
determine if they look like the real images. This qualitative evaluation has been particularly useful
in analyzing what changes to the GAN architecture to keep during our experiments, as described
above. With our nal model, we can see that the GAN generates realistic skin color as well as lesions
(see Figure 3). There are some images with artifacts that we have attempted to minimize through
our experiments with the GAN architecture; however, the majority of images seem to appear fairly
realistic.

5.2 Downstream Classi cation Evaluation and Baseline

We evaluate the GAN quantitatively by assessing whether generated images improve a downstream
classi cation task. We nd that the images enhance classi er performance (see Figure 4). To perform
this evaluation, we ne-tune the pre-trained HAM10000 classi er described in Daneshjou 88hl. [

and use the classi cation and evaluation code from this paper's GitBdbwhich classi es lesion

images as benign or malignant. Fine-tuning code is based on PyTorch's Finetuning Torchvision
Models tutorial B5]. The model is ne-tuned using an Adam optimizer, a learning rate of 0.0001,
and a weight decay of 0.001.
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