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1 Introduction

A COVID-19 Vaccination Record card is designed by the Disease Control and Prevention (CDC) and issued to people vaccinated in the United States as a personal vaccination record. A complete vaccination card shows what COVID-19 vaccine a recipient received, as well as the date and where the recipient received it. While it’s not a legal document, more and more policies require it as a proof of vaccination. The CDC recommends recipients to not only keep the card for future use but also save a picture of the card as a backup copy.

As businesses begin to reopen, people need proof of vaccination to work in the federal government, at tech firms such as Google, Facebook, and a growing list of other companies. Organizations and companies may also require their employees and customers to upload a picture of the card to their online system so as to get full access to the facilities and in-person activities. However, the pictures uploaded may not always be valid. First, people may not upload a "real" card picture (but an image showing a close or even random pattern) trying to fool the system. Second, people may take blurred pictures of the card with their cell phones, or the card in the image may be incomplete/truncated or with missing/blocked fields (e.g., a CDC logo). This gives rise to the need for an approach to efficiently classify and verify the images of vaccination cards.

In this project, we aim to use deep learning methods to identify vaccination cards by image classification and locate the key features of the card by object detection given a card is present in an image. Fig. 1 shows a flowchart of works performed in this study. To the best of our knowledge, this is the first work classifying vaccination card and using object detection algorithm to detect vaccination card features. Automatic detection and recognition of multiple fields/features from the vaccination card can replace manual key-in and significantly improve the workflow in the real-world usage scenario.

Figure 1: Pipeline of works performed in this project
2 Related Work

Object detection, a major focus of this project, has been a rapid revolutionary field in deep learning, and is closely related to many applications, including image classification \[1,2\], human behavior analysis \[3\], face recognition \[4\] and autonomous driving \[5,6\]. Since the proposal of Regions with CNN features (R-CNN) \[7\], a great number of advanced algorithms for object detection have been established: including Fast R-CNN which jointly optimizes classification and bounding box regression tasks \[8\], Faster R-CNN which takes an additional sub-network to generate region proposals \[9\], R-FCN which is fully convolutional with all computation shared on the entire image \[10\] and YOLO which accomplishes object detection via a fixed-grid regression \[11\]. Previous works have adopted YOLO algorithm to detect different fields of identity documents such as the driver’s license \[12,13\]. However, prior works assumed that all images were valid and all fields of interest were present in the image, while in our project, we considered the images of both fully valid vaccination cards and invalid cards.

3 Dataset

Data was primarily collected online. A total of 388 images of three types were collected:

(a) images showing a valid CDC COVID-19 vaccination card with 3 complete key features (header, CDC logo and vaccine history);
(b) images showing a vaccination card but some key features are truncated or missed;
(c) images showing other types of cards or information, including card/record of other vaccine, vaccine card of other countries, debit card, credit card, student card, name card, driver license, passport, postcard, gift card, travel tickets, and receipts.

Figure 2: Different types of images. (A) a valid CDC-labeled COVID-19 vaccination card, (B) a vaccination card with missing feature (missing CDC logo), (C) a non-vaccination card.

All images were manually labelled by boxing 4 features/fields if they are present in the images, including i) vaccination card, ii) the header, iii) the CDC logo, and iv) the history of vaccination, resulting in a maximum of four boxes per image. We used an open-source annotation tool labelImg \[14\] for labelling, which outputs an “xml” file containing (xmin, ymin, xmax, ymax) for each box.

When working on the classification problem, we read the xml files and assigned the image whose label contains a boxed "card" object with "1", and the others with "0". Each image was resized, standardized, and represented by an (224, 224, 3) array.

When working on the detection problem, we transferred the annotations in XML files (where various attributes are described by tags) into YOLO v5 format .txt file (where each line of the text file describes a bounding box).

4 Approach

The idea is to build a simple binary classifier to first distinguish images showing vaccination card from those showing other types of card, and then only feed the vaccination card image into our feature detector downstream. Given a limited dataset, we expect higher efficiency (otherwise trying to capture the vaccination features on the irrelevant images would be time-consuming) and accuracy of this workflow compared with an end-to-end model.
To classify the images of vaccination cards, we built two classifiers, a simple CNN model with 5 hidden layers, and a CNN model built upon the pretrained VGG16 network. The first model was trained with all parameters trainable. The second model was trained by first replacing the final layer (a fully connected layer) of the pretrained VGG16 network with two additional layers (with "ReLu" and "Sigmoid" as activation functions) and then we froze all previous layers and only make the last two newly added layers trainable, resulting in 401,441 trainable parameters. The architectures of the two models are summarized in the Figure 3. For this classification task, 30% of data was held as the test set, and the remaining data was split into the training and validation set with a ratio of 7:3. To avoid a potential overfitting problem resulted from training for too many epochs, we borrowed the concept of early stopping, and plotted both the training error and validation error by the number of epochs to choose an optimal number of epoch. Adam optimization algorithm and cross entropy loss function were used in the training. Model performances were compared based on test accuracy.

Figure 3: The two models used for card classification.

After picking out an image showing a vaccination card, we next detect the key features of the card. We chose the YOLOv5 algorithm for this task since it looks at the entire image and uses the global context to make predictions at test time. In addition, it is fast and has been proved to be a real time detector. The YOLOv5 family consists of a series of networks with different architectures. Of these, we tried three architectures, namely YOLOv5n (nano size, with 270 layers and 1.8 million parameters), YOLOv5s (small size, with 270 layers and 7.0 million parameters), and YOLOv5m (medium size, with 369 layers and 20.9 million parameters). The model was designed to detect 4 features/fields including card, header, logo, and history. A ratio of 8:1:1 was used to split the data (images showing a vaccination card) into training, validation and test set respectively. All images were resized into 640 by 640, and all models were trained for 100 epochs. Hyperparameter tuning was conducted for initial learning rate and beta values for the momentum term in the gradient calculation. Hyperparameters were chosen on a log scale (0.05, 0.01, 0.005, 0.001 for learning rate and 0.9, 0.99, 0.999 for beta). Model performances were compared primarily based on precision since we believe that it is more crucial to avoid false positive in a vaccination card detection task. When two models show close recall, we used recall as a complementary performance metric.

5 Results

5.1 Card Classification

Figure 4 shows training and validation error versus the number of epochs. As shown, although the training error kept decreasing as the number of epochs increased, the validation error first decreased and then increased with a turning point at around 10 epochs, indicating that overfitting occurred beyond 10 epochs’ training. Therefore, we chose 8 as the number of epochs for model training.
Table 1 shows the performance of two classifiers. We can see the CNN with pretrained VGG16 outperformed the simple CNN model by improving the test accuracy from 0.8879 to 0.9828. Therefore, the CNN with pretrained VGG16 model was chosen as our final card classifier.

<table>
<thead>
<tr>
<th>Training set</th>
<th>Validation set</th>
<th>Test set</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loss</td>
<td>Accuracy</td>
<td>Loss</td>
</tr>
<tr>
<td>CNN</td>
<td>0.1915</td>
<td>0.9403</td>
</tr>
<tr>
<td>CNN with VGG16</td>
<td>0.0036</td>
<td>1</td>
</tr>
</tbody>
</table>

### 5.2 Features Detection

Table 2 shows the performance of YOLOv5 with different architectures, initial learning rates and beta values ("P" stands for "precision", "R" stands for "recall", and "D" stands for "default value").
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First, we trained different architectures with fixed default learning rate (0.01) and beta (0.937), and found that YOLOv5m outperformed others in terms of overall precision (0.987) and recall (0.985). Next, we fixed YOLOv5m algorithm and trained with different initial learning rates. Although a learning rate of 0.005 showed the best overall precision, it performs poorly on correctly detecting header (R=0.886). By contrast, a learning rate of 0.01 showed a slightly lower overall precision but substantially improved the recall for header and overall. Therefore, we chose a learning rate of 0.01. Finally, we tuned the beta values and it turned out the default value of 0.937 achieved the best overall precision. Therefore, the optimal model would be a YOLOv5m algorithm with an initial learning rate of 0.01 and a beta value of 0.937. The change of loss, precision, recall, and F1 with the number of epochs during training have been plotted in the Figure 5 for this optimal model.
6 Discussion and Future Work

In this project, we developed an image classifier and an object detector which working together can achieve the classification and detection of the images of COVID-19 vaccination card.

There are several points worth noting. First, our classifier training verifies the advantage of using transfer learning (incorporating a model pretrained on a big dataset) in respect of improving the performance and dealing with a limited amount of data.

Second, a good learning rate must be discovered via trial and tuning on a log scale was efficient. In detection task, We also tried a learning rate of 0.1 while the algorithm was not able to converge, which may indicate a potential problem of exploding gradient (overshooting the minima).

Third, an error analysis found that a small model (YOLOv5s) failed to detect the "header" in 16% test images (upper plots in Figure 6). We think that the "header" might be a difficult feature to detect as it was defined by a sequence of words without any borders. In comparison, the "card", "logo", and "history" were bounded by solid rectangles or circles, making them easier to be recognized. A larger network (YOLOv5m) solved this issue and successfully recognized the "header" field in all test images, indicating a larger network may better exploit the inputs and capture complex features.

Additionally, even though a larger model was able to successfully detect all features, the predicted bounding boxes were not as accurate as the manually labeled ones. As shown by the two images at bottom of Figure 6, the predicted bounding box for the "card" is much smaller than the real box, leaving half of "header" outside the "card".

![Figure 6: Predictions with missing "header" features (upper left and right) and predictions with inaccurate bounding box sizes (bottom left and right).](image)

Future work may extend the current model to accommodate more features for online image verification or involve other algorithms to improve the model performance.
Appendix A  Code

Please refer to Github directory https://github.com/liuyx211/CS230-Project

Appendix B  Member Contributions

Yingxiao worked on the implementation of the classifier and detector. Xiaojuan worked on image collection and hyperparameter tuning. We both worked on the data labelling/processing, results interpretation and report writing.

Appendix C  More Results

Figure 7: Selected images from the validation set showing manual labels.
Figure 8: Same images from the validation set showing predicted labels by our model.
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