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Abstract

Lymphoma is the broad term for cancers arising in the lymphatic system. Subtype prediction for lymphoma is crucial for oncologists to determine treatment regimes. In this work, we apply transfer learning to a cohort of lymphoma subtype cases with high resolution tissue micro-arrays from Guatemala to narrow the list of potential diagnoses and enable definitive diagnosis of lymphoma. Due to the lack of patch-level annotations, we experiment with standard supervised learning and multiple instance learning while testing different loss functions to deal with label imbalance. This system has the potential to reduce the requirement of ancillary studies and help pathologists in low-income environments to make more accurate diagnoses.

1 Introduction

Lymphomas are neoplasms derived from lymphocytes and vary from indolent lymphomas that can be managed with a “watch and wait” approach to aggressive types that require prompt administration of high intensity chemotherapy. The accurate diagnosis of lymphomas is essential in order to properly guide patient management and treatment. This requires morphologic evaluation of hematoxylin and eosin (H&E)-stained tissue by a trained pathologist, who then orders additional ancillary studies such as immunohistochemical stains to arrive at a definitive diagnosis. Treatment decisions are strongly influenced by the particular subtype of lymphoma (primarily based on cell of origin) which is suggested by the histologic features on H&E-stained slides and confirmed by either immunohistochemistry, flow cytometry, or both. Thus, the diagnosis of lymphoma subtypes frequently requires extensive immunophenotypic studies (by immunohistochemistry or flow cytometry).

Worldwide, there are not enough pathologists to meet the needs of patients and the immunohistochemical stains and other ancillary studies (e.g. fluorescence in situ hybridization) are expensive and frequently not available in less-developed countries. Deep learning and computer vision solutions have been shown to perform as well as pathologists in certain tasks and thus represent promising tools that may help bring diagnostic capacity to underserved areas of the world [12, 20].

Through this project, we aim to develop a computational system which predicts the particular lymphoma subtype from Tissue Micro-Arrays (TMAs). The final purpose of this endeavour would be to have a system that could narrow down the list of potential subtypes for a pathologist to make the final diagnosis. This would potentially reduce the number of immunohistochemical stains needed to arrive at a definitive diagnosis and improve the efficiency of diagnosis in resource-rich and resource limited settings.

2 Related Work

Deep learning applied to digital pathology is a growing field of research with a number of open datasets [4, 10] with models trained on different tasks like tumour localization, nuclei prediction and classification [8], tissue classification, cellularity prediction, etc. Self-supervised models trained on many datasets with different tasks have also been found to achieve high accuracy with transfer learning and fine-tuning [7, 12].

Due to the time intensive nature of labelling digital pathology data, methods to use smaller amounts of labelling are widespread. Generally, pathologists annotate small patches of a much larger slide image to tell if each individual patch has a particular form of cancer or not. Now, methods using weakly supervised learning are used to train models with a single label on group of patches [2] or a single label for the entire slide [5, 14]. Since we do not have labels for each patch, we utilize methods from these papers for training.
Thus far, deep learning tools to make lymphoma diagnoses have focused on the diagnosis of a small number of lymphoma subtypes with supervised, pre-trained CNN architectures. Li et al. proposed an ensemble of 17 different pre-trained CNNs to distinguish between DLBCL and non-DLBCL [12]. In another study, Zhang et al. proposed a diagnostic method to distinguish three major NHL subtypes: chronic lymphocytic leukemia, follicular lymphoma, and mantle cell lymphoma using transfer learning with fine-tuned VGG, ResNet, and DenseNet variants and principal component analysis (PCA) [20]. These methods focus on predicting a small set of subtypes, not sufficient for clinical use. We are focusing on clinically relevant bins as part of our dataset which could provide greater benefit to pathologists.

One interesting fact to note is that a large number of these datasets are based on Whole Slide Images (WSIs). TMAs are developed by extracting regions of interest from the WSIs which are enriched for cancerous cells. To the best of our knowledge, no studies focus on using TMAs for lymphoma subtype prediction with deep learning. This study represents an important advance in the application of deep learning tools to lymphoma subtype diagnosis.

3 Data Processing

3.1 Main Dataset and Preprocessing

The dataset was collected as part of the validation transcriptional profiling method to predict lymphoma subtypes [19]. Whole slide samples collected from Guatemala were processed into Tissue Micro-Arrays (TMAs) and then scanned to uint8 RGB SVS files. The hematopathologist’s prediction on the basis of immunohistochemical stains is the gold standard for lymphoma diagnosis. These predictions are binned into 9 clinically significant groups as the labels for our task.

The image data consists of 8 Tissue Micro-Arrays (TMAs) with samples from a total of 654 patients in Guatemala provided to us by Stanford Medicine. Each sample is called a core (≈ 900 cores in the dataset) and contain hundreds of cells corresponding to a single patient. The TMAs are stored as SVS files with dimensions ≈ 50000 × 50000 pixels at a 40 × magnification. The cores are labeled and annotated using QuPath, an open-source tool for digital pathology [3].

Due to the high resolution of such files, models are trained on square patches extracted from each core. The QuPath annotations are used to create bounding boxes around each core. Using the OpenSlide package in Python, we extracted 224 × 224 pixels patches of the region within the box [16]. These are then filtered using the average saturation (from the HSV colorspace) of the image to prevent backgrounds of the slide to enter into the dataset. We find that, in general, a core has ≈ 100 patches of dimension 224 × 224. This can be increased with augmentations like overlapping patches during extraction: we apply a 50% overlap in extraction.

Most current research on lymphoma subtypes focuses on images at a high magnification so patches were obtained at the level of 40 × magnification. Given 900 TMAs, this constitutes around 100k images. Hence, we store the patches in HDF5 format for speed of file I/O [18].

3.2 Challenges

Note that as cancerous cells might be only present at a particular part of the core, each of the patches could have a different label than the label of the overall core. We do not have a well-defined label for each patch. This poses a challenge in the training approach. We describe two different training methodologies to allow for this flexibility.

An issue with the current dataset is that there is a large skew in cores corresponding to a particular label. For example, the most common form of lymphoma, Diffuse Large B-cell Lymphoma (DLBCL) accounts for 30% of all lymphoma cases but accounts
for 50% of the labels in this dataset. Some other lymphoma subtypes have only 5-6 cores. We take measures to counteract this dataset imbalance with different loss functions and .

4 Methods

4.1 TripletNet Architecture

We make use of the TripletNet architecture for deep metric learning [9]. Srinidhi et. al. used TripletNet pretraining to overcome the need for a sizeable number of labelled instances. This was achieved using “by leveraging both task-agnostic and task-specific unlabeled data” [17]. They used two strategies: a self-supervised pretext task on different resolution of histology images and a teacher-student paradigm to transfer representations to downstream tasks. We chose this model as it performed well on multiple histopathology benchmarks such as Camelyon16 (tumor metastasis detection), BreastPathQ (tumour cellularity quantification), and the Kather Multiclass dataset (tissue type classification). Since we train model on H&E patches, we apply transfer learning by using the weights trained on the Camelyon16 task [4] which also consists of H&E-stained slides. The TripletNet base model is applied to each patch to obtain a $256 \times 3 = 768$ length feature vector ($f_c$ in the figure). This feature vector is used as input to a linear layer with 9 logits as output for the 9-way classification.

4.2 Learning Regimes

4.2.1 Multiple Instance Learning

Although we have a very large number of images, each of these images does not have a clear label. Since a given patch of the above dimensions contains at maximum 50 cells and is only a very small part of the whole core, it might not contain any cancerous cells at all. Hence, the actual label of the patch might be “non-cancerous” but if we simply use the core label, we would get an incorrect labelling. A common method used to solve this challenge in histology image classification is Multiple Instance Learning (MIL) [6]. In MIL, we train the model on a “bag” of instances which, when taken together, have a particular label. This is done by aggregating representations/predictions to obtain a final prediction for the bag on which the loss is calculated.

In this task, if any one of the patches are predicted as positive, the whole bag would be predicted as positive. We use the TripletNet representations followed by a linear layer to obtain the class logits. We apply maxpooling across the logits for different patches to obtain a final set of bag logits which, after a softmax, give the final predictions for the bag.

4.2.2 Naive/Standard Supervised Training

One issue with MIL is that for each backpropagation, we need to compute the results for each member of the bag, i.e., the number of forward propagations is equal to the bag size. This means that training is very slow using MIL. To combat this, we also experiment with the naive assumption: the label of each patch is the label of its corresponding core. An interesting aspect of using TMAs is that the cells are highly enriched for lymphoma - potentially 30 – 60% of the cells in the cores are cancerous. Hence, we could still use the standard supervised training regime for a classification task without any significant loss in accuracy. We refer to this training procedure as the “Naive” training regime in the rest of the paper.
Table 1: Results for 9-way classification for different training regimes and loss functions. Bold represents the baseline model. Note that the accuracy for the naive regime is the patch level accuracy while that for the MIL regime is the core level accuracy.

4.3 Training and Evaluation

The model development and training was performed with Pytorch and Pytorch Lightning on the SAIL Cluster at Stanford [1][13]. For training, we use the Adam optimizer with $\beta_1 = 0.9$, $\beta_2 = 0.999$ [11]. Hyperparameter tuning was done exhaustively over an exponential interval with 4 possibilities ($10^{-2}, 10^{-3}, 10^{-4}, 10^{-5}$). In naive training, we consider 3 possible batch sizes (8, 32, 64). The bag size in MIL was set to 1 due to computational constraints while the bag size was set to 64. The 64 patches were randomly sampled from the $\approx 100$ patches extracted from each core. In cases where the number of patches was fewer, the bag size is reduced to the maximum number of patches available.

We experiment with feature extraction and end-to-end training. For feature extraction, representation vectors were extracted for each patch and stored in the HDF5 format [13]. Due to computational constraints, we could only run end-to-end training with the Naive regime and, even then, only for a few epochs.

During initial experiments, we trained the model on categorical crossentropy (CE) but obtained poor results due to class imbalance. To account for this, we test two different loss functions that take into account the skew of labels towards a few classes: the weighted crossentropy (weighted CE) loss and the focal loss. We weight the crossentropy loss based on the inverse proportion of each class in the training set (see Appendix 8.2.1 for mathematical details). For focal loss, we set the hyperparameters $\gamma = 2.0$ and $\alpha$ is either 0.05, 0.1, 0.15, 0.2, 0.25, smaller for the more highly represented classes and larger for the sparse classes (see Appendix 8.2.2 for more details).

We test the weighted crossentropy loss and focal loss by training for 50 epochs and choosing the model with the best validation accuracy. The train-val-test split was 80:10:10 across the 654 patients such that patches from the same patient were not shared across split. For each model, we report accuracy as the primary metric and use confusion matrices for more detailed analysis of results. Our standard of human performance on this task is the performance of an unlesised pathologist using only H&E slides to make a diagnosis (i.e. not using the gold standard of immunohistochemical stains).

5 Results and Discussion

Our initial experiments (for the milestone) were focused on the MIL regime. Our baseline model with weighted CE obtained a test accuracy of 39.61% (Table 5) and had the confusion matrix shown in Figure 3. From the figure, we see that the model was almost always predicting the most prevalent class of DLBCL in spite of weighting the loss function.

We theorized that this could be due to three main reasons. The first is that the MIL regime requires too many computations for each backpropagation so the model was not updated enough or gradients were not (a batch size of 1 was the maximum possible due to computation constraints). To test this, we experimented with the naive training method to deal with computational limitations. The second reason is that the weighted crossentropy function was not sufficient to deal with the class imbalance. To reduce this effect, we test the focal loss function with both MIL and naive regimes. The final issue is that the baseline model consisted of just replacing the projection head with a linear layer to 9 logits rather than training than finetuning the whole TripletNet model. Due to computational difficulties, we only experiment with training the end-to-end model with the naive regime.

5.1 Experiments on Regimes and Losses with Linear Layer

We first focus on the task with training a linear layer on the TripletNet features. The highest accuracy was obtained with a learning rate of $10^{-3}$ and batch size of 64 for the naive regime. The results for all these tasks can be found in the first four rows of Table 5. Note that irrespective the loss, for the feature extraction tasks the accuracies are the same for each regime. When we observe the corresponding confusion matrices (see Appendix Figure 6 and Figure 7), we see that the issue of label imbalance still adversely affects the model’s predictions, causing it to almost always DLBCL. This is not solved by changing...
loss functions or with the naive regime. We feel that this is a case of high bias and the model is not capable of learning the differences between the classes with just a linear layer over the extracted features.

5.2 Naive Regime with End-to-end Training

We use the same hyperparameters as the previous experiments. While we could not train the end-to-end model for a large number of epochs (only 4), it obtained much better results than the linear layer. While the actual metrics look very similar in Table 5, the confusion matrix in Figure 4 illustrates a very different result.

The end-to-end model trained on weighted crossentropy suffered adversely due to class imbalance and had a almost identical accuracies (see Table 5) and confusion matrix (like Appendix Figure 6). The model trained with focal loss was the only model that made predictions across all the labels in the test set and its confusion matrix (Figure 4) has strong predictions across the diagonal for most classes. However, the model does overfit on the training data, maybe necessitating more augmentations or using dropout or weight decay.

While a large number of the incorrect predictions could be reduced by further training, errors in classes like MZL (class 5), FL (class 3), etc. could be due to the lack of large scale texture features generally observed by pathologists on low magnification WSIs. These features are not present in TMAs. Another aspect to consider is that some of the patches which do not contain cancer would be incorrectly labeled with a particular subtype of cancer in the naive regime. This could be a potential reason for why a large number of patches are predicted incorrectly across the training and validation set as well (see Appendix Figure 8, 9).

In all the cases, accuracy is close to the performance of the unspecialised pathologist (56.7%). However, there is still significant room for improvement.

6 Conclusions and Future Work

Through this work, we developed a framework for predicting lymphoma subtypes from TMAs. We developed a pipeline for preprocessing, augmenting, and extracting patches from high resolution TMA cores. We experimented with MIL and naive training regimes subject to computational constraints and obtained encouraging results. This supports the claim that TMAs can be used to predict lymphoma subtypes and gives encouraging performance on classifying across largest number of clinically significant lymphoma subtypes with deep learning. However, in comparison with human performance there is still room for improvement. With enough computational resources, we hope to experiment with end-to-end MIL training as well as a more comprehensive set of pretrained architectures. In addition, we could attempt to get the benefits of both regimes by pretraining the model with the naive regime and train a projection head with the MIL regime to obtain core level classifications.
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8 Appendix

8.1 TripletNet Training Diagram from Srinidhi et. al.

Figure 5: TripletNet Training Diagram from Srinidhi et. al.

8.2 Loss Functions

8.2.1 Weighted Crossentropy

If \( l_i \) is the number of samples (either total number of patches or number of bags in the training set corresponding to the \( i^{th} \) class), then the weights are calculated as \( w_i = \frac{1/l_i}{\sum_{j=1}^{N} 1/l_j} \). This gives a normalized set of weights with the property that the more samples a particular label \( i \) has, the lower its weight will be. The function for weighted crossentropy is:

\[
\mathcal{L}_{CE} = - \sum_{i=1}^{N} w_i y_i \log \hat{y}_i
\]

8.2.2 Focal Loss

Focal loss was developed for object detection with the R-CNN by modifying the regular crossentropy to deal with label sparsity [13]. After initial testing with the crossentropy and the weighted crossentropy loss, we still observed that the imbalance still
adversely affected results and focal loss is a well known method beyond class weighting that helps with class imbalance. In focal loss, $-\log \hat{y}$ term is multiplied by two terms, $\alpha, (1 - \hat{y})^\gamma$, where $\alpha, \gamma$ are tunable. The function for focal loss is:

$$L_{FL} = - \sum_{i=1}^{N} \alpha y_i (1 - \hat{y}_i)^\gamma \log \hat{y}_i$$

### 8.3 Confusion Matrices

Figure 6: Confusion matrix for Naive model with focal loss (on 50 epochs). The Naive model on weighted crossentropy had the same confusion matrix.

Figure 7: Confusion matrix for MIL model with focal loss (on 50 epochs)

Figure 8: Confusion matrix for Naive model with end-to-end training on the training set

Figure 9: Confusion matrix for Naive model with end-to-end training on the validation set