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Abstract

This paper details an approach to leveraging Covid related Tweets to forecast State-
level Covid case numbers. The forecast is constrained to the United States. Inputs to
the model include the daily averaged Glove Vectors of Covid related tweets per state,
the state (encoded into a numerical class), and the state’s population. The final model
consists of a two layer LSTM model with a fully connected output layer. The model
was able to attain an r? value of 0.99, as well as a MAPE (mean absolute persentage
error) score of 0.11. The strong performance of the model suggests that similar data
and model architectures can be leveraged to forecast Covid cases at higher geographic
granularity, and potentially provide farther in future forecasts.

1 Introduction

Covid-19 in the United States has had a drastic effect on our current day. It has taken
lives, separated families, and changed our every day interactions. Thanks to herculean
efforts by researchers and first responders, interventions such as social distancing and vaccine
distribution provide hope during these bleak times. In the United States, unfortunately,
taking such actions as to minimize the impact of Covid-19 are highly political, and are thus
influenced by public opinion and sentiment. The purpose of this project is to understand
whether social media, specifically twitter, can be used to understand Covid-19 sentiment,
and whether Covid-19 related tweets can be used to predict number of cases at the state
level in the United States.

2 Dataset

The dataset for this investigation was a combination of 4 datasets. (1) the covid twitter
dataset, (2) Population data from the United States Census, (3) Covid case numbers by
state from the NY Times, and (4) pre-trained GloVe vectors provided by Stanford NLP
researchers[1]. The twitter dataset consists of Covid related tweet Ids compiled by researchers
at University of Melbournel?. In the data-processing step of this investigation, these tweet



Ids were hydrated using the Twitter API, and filtered based on whether 1. latitude and
Longitude values were available and 2. the tweet was made by a User in the United States. 25
dimensional GloVe vectors pre-trained on the Twitter Corpus were used in this investigation.
The Twitter corpus consists of 27B tokens and a vocabulary size of 1.2M. Lastly, state-level
population for the 2019 Censusl® and Covid case rates from the NY Times!* were collected.
These datasets were joined together and spanned the months of October and November,
2020. Only two months were collected given the slow processing time due to the Twitter
API Rate Limiter.

2.1 Dataset Introduction and Exploration

After data filtering and stitching as described above, 20k data points over the months of
October and November from 2020 were collected. The distribution of datapoints where
roughly proportional to the state population, with the exception of the state of Louisiana.
This particular state was unfortunately excluded, give the poor quality of data that the
prepossessing step yielded. Below is a word cloud from a uniformly sampled subset of the
hydrated twitter data. What’s interesting are the regional names that appear. While the
distribution of the data is fairly uniform (once normalized by population), it’s possible that
the news coverage of the pandemic was unequally distributed, leading to individuals in other
states tweeting about the states of national focus (California, New York, Florida, etc)
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Figure 1: Covid Tweet Analysis

Tweet sentiment is also a promising angle of investigation. Stop words from the tweet
text were removed, and the polarity of the text was scored using an open source lexicon
and rule-based sentiment analysis tool, VADERP!. The following plot was created using the
complete dataset
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