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Abstract

In this project, I’m building an AI agent that can self play the popular first-person-
shooter video game Counter-Strike:Global Offensive (CS:GO). The AI agent con-
sists of two neural networks: One is a Yolov5 [1] network used for enemy detection;
The other one is a custom deep network used for movement and orientation control.
Unlike many other game agents that rely on game API support, this CS:GO agent
is trained through supervised learning and imitation training (behavior cloning).
The agent plays the game purely based on input game frames. The best performing
agent achieved veteran players level of shooting accuracy and learnt notable human
player like behaviors in real games.

1 Introduction

Deep learning has made remarkable progress on surpassing human performance in various video
games. AlphaStar [2], the well-known real time strategy (RTS) game StarCraft II AI agent developed
by DeepMind, reached GrandMaster level above 99.8% of officially ranked human players. OpenAI
Five [3], the popular Multiplayer online battle arena (MOBA) game Dota2 AI agent developed by
OpenAI, defeated world champion team OG in 2018.

Something these AI agents have in common is that learning the game is often modeled as a reinforce-
ment learning problem. In-game API support for large scale simulation and massive computation
power is required in order for the algorithm to learn effectively. AlphaStar experienced up to 200
years of real-time StarCraft play [2] and OpenAI Five experienced about 45,000 years of Dota2
self-play over 10 realtime months [3].

Unlike many other games, the famous First-person shooter (FPS) game Counter-Strike:Global
Offensive (CS:GO, appendix contains more game details) does not have an in-game API to get
real time game status or to simulate games at scale for training. To build the CS:GO agent, I am
taking the imitation training and supervised learning approach with no pre-installed knowledge or
pre-implemented playing strategy. Specifically, the agent will learn to move by watching how humans
play the game and learn to detect enemies by labeled game images.

2 Motivation

I think this project is both challenging and interesting because CS:GO is a fast speed FPS running at
45 frames per second minimum. Every decision has to be made real-time for the agent to play the
game successfully. Also, FPS games without API support are similar to many real world problems
like auto driving cars, security systems and so on in many ways. Without access to large-scale
simulations, the AI agent will only get the same information as humans when learning.
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