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Abstract

This project explores an ensemble approach to the task of multi-label movie genre
classification. The proposed model combines data from movie posters, video trailer
previews, text plot summaries, and metadata using separate deep networks. Other
than the text model, the ensemble predictions show improved accuracy over the
other models, which suggests that there is room for more research on effective
ways to combine multiple data modalities.

1 Introduction

The task of genre classification is an important problem in machine learning. Accurate classification
can be applied to both cataloging and recommending content to users. In the case of movie genre
classification, usually a single label is not sufficient to properly characterize each example, e.g. a film
can be both Action and Thriller, or Romance and Comedy. This project will explore the multi-label
classification task. Each movie input will include a text plot summary, a poster image, a sequence
of 200 movie trailer frames, and metadata such as director, actor, etc. A separate network is trained
on each modality – one final output layer combines the predictions from each network into a 13
dimensional vector of probabilities representing each possible genre.

2 Related work

Prior research has taken varying approaches to the task of genre classification. Rasheed and Shah[8]
demonstrate that a combined audio-visual model performs well on the single-label task, using a
shot-detection algorithm designed to detect important frames. Convolutional networks have made
this process easier. Simões et al.[7] improve on this approach by training a CNN on each key-
frame detected by the shot-detection algorithm, followed by an averaging over frames to return a
classification vector. Wehrmann et al. improve on this work by fine-tuning a CNN pre-trained on
the ImageNet dataset[11] for object detection, along with introducing an ensemble model in which
several networks "vote" to produce final classifications. Wehrmann et al. [1] also describe a very
effective 3D CNN, in which spatio-temporal features are learned on sequences of trailer frames. Chu
and Guo [3] show that multi-label classification can be achieved on only posters, by implementing a
deep CNN that performs state-of-the-art object detection. [4] Oramas et al. provide much of the prior
work on multimodal fusion. While their work is in the field of genre classification for music, much
of their findings have been applied in this project. They show that training separate models on text,
audio, and cover art, followed by a blending step, is more effective then training all modalities at once.
Cascante-Bonilla et al. [5] provide the state-of-the-art work for the multilabel movie classification
task. They provide the most complete dataset to date, including poster images, trailer frames, and
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plot summaries. They build a deep network for classification that learns on these separate modalities
simultaneously. This project relates to this work most directly, as their compiled dataset was used for
training and evaluation. However, instead of simultaneous training, this project attempted to leverage
the findings of Oramast et al. and Wehrmann et al., using an ensemble blending step to produce the
final predictions.

3 Dataset and Features

The dataset is the MovieScope Dataset [5] provided by Cascante-Bonilla et al., which includes 3449
training samples, 491 validation samples, and 987 testing samples. Each example represents a movie
that has included metadata such as director and actors, an image representing a poster, 200 images
sampled from the movie’s trailer preview, and a text synopsis of the plot. Each example also includes
a 13 dimensional vector of labels representing the possible genres: action, animation, biography,
comedy, crime, drama, family, fantasy, horror, mystery, romance, sci-fi, and thriller. The dataset is
very diverse and consists of movies from all over the world, spanning 66 countries, and 48 languages,
including movies from 2, 399 different directors and 4, 100 different actors. The oldest movie in the
dataset is from 1920 and the latest is from 2016.

Fig (1) frequencies by genre

Fig (2) Example movie poster with labels: ’action’, ’fantasy’, ’sci-fi’
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For preprocessing, images were normalized to 224X224x3. Text examples were truncated to length
3000 and transformed using the GloVe 42B CommonCrawl embedding [6]. Since class distribution
is unbalanced, a weighting vector based on inverse frequency was included in the loss criterion to
balance out contributions from each genre.

4 Methods

The classification model presented is an ensemble model where data from each modality is trained
separately on the target, then the results are combined in a final output layer. All models use the mean
Binary Cross Entropy loss:

l(x, y) = mean(L),

L = (l1, ..., lN )T , ln = −[pcyn ∗ logxn + (1− yn) ∗ log(1− xn)]

Where pc is the weight for a positive answer of genre c. Weights for each class were computed by the
ratio of negative examples to positive examples, to reduce bias towards the more frequent genres. All
models use a sigmoid activation layer to get the final probabilities for each genre.

For the poster images, a VGG-16 [10] CNN pre-trained on the ImageNet [11] dataset was used, and
fine-tuned on the genre classification target by removing the last fully-connected layer and adding
two fully-connected layers, while freezing the prior layers.

Fig (3) VGG-16 Architecture. For the poster representation task all weights up to the 4096 dense
layer were frozen, and two new dense layers 4096x1000 and 1000x13 were appended to fine-tune on

the classification task

For the movie trailer data, pre-trained VGG-16 was also used. To save on training time, the 200x4096
fully-connected outputs, provided by Moviescope[5] were used. Values were averaged over the 200
frames for each sample, to produce a 1x4096 vector like the poster data. These were fed through a
4096x1000 and 1000x13 dense layer as above, to get the outputs.

For the meta data, categorical features: director_name, actor_1_name, actor_2_name,
actor_3_name, language, and content_rating were one-hot encoded into a length 11113 vector.
These features were deemed to be most correlated with genre. A fully-connected network with 4
layers as used to produce outputs.

The plot summaries were truncated to max 3000 word length, then transformed into a 1x300 vector
using the GloVe 42B CommonCrawl embedding [6]. Outputs were produced using a 300x50, and
50x13 fully-connected layers.

Outputs from each modality were then stacked and combined using a single fully-connected (13*4)x3
output layer.
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5 Experiments/Results/Discussion

Models were trained using the BCE loss described above, with the Adam optimizer. Several hyper-
parameters were tried, but no showed significant improvement over the default values. The chosen
batch size of 64 resulted in the quickest convergence during training. Initial experiments did not use
any weighting for positive samples in the loss function as described above, however this caused the
model to pick the more common genres, such as ’Drama’ most of the time. This problem was fixed by
weighting positive examples of each class according to their frequency in the training dataset. Another
problem that we encountered was that some of the models, such as the poster model, converged must
faster during training, and the extra epochs caused the model to overfit to the training set. Adding an
early stopping block in the training code, using the eval loss, allowed training to terminate if eval loss
failed to decrease a few epochs in a row.

Fig (4) Learning curve of poster model with early stopping

The primary metric for evaluating performance on the test dataset is average precision, or the area
under the precision-recall curve.

AP =
∑
n

(Rn −Rn−1)Pn

Where Rn and Pn are the precision and recall at the nth threshold.

We use the Scikit-learn [12] implementation, which includes: the macro AP – the mean of the
binary metrics giving equal weight to each class; the micro AP across samples which gives each
sample-class pair an equal contribution to the overall metric; and the sample AP, which does not
calculate a per-class measure and instead calculates the metric over the true and predicted classes for
each sample in the evaluation data, returning their weighted average. The macro AP ensures that the
algorithm performs well across all categories, even for those that have less training samples or are
more difficult to predict. The micro AP ensures that we obtain overall good results across all samples.
The sample AP is an individual evaluation in which each sample is computed separately from the
whole set, and then returns an averaged score.
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Fig (5) Average Precision scores for each model.

While all models perform well, they do not quite reach human level (estimated to be .72 macro AP
[5]). While we see overall improvement over each modality in the ensemble model, the text model is
the clear winner. This suggests several takeaways: that plot summaries are extremely informative in
predicting genre, that there potential improvements to be made in the other modalities, as well as the
ensemble approach. Particularly, a random forest model as suggested by [5] would likely do better
on the metadata, due to the sparseness of the categorical features. I would also like to explore the
convolutions through time approach on the video frame data, as shown by [2].

It is also important to explore qualitative examples to showcase the limitations of certain types of
data, and how using multiple modalities can help improve accuracy.

Fig (6) Test example "Gravity". True labels are ’drama’, ’fantasy’, ’sci-fi’, ’thriller’.

Figure 6 shows a movie example where the poster model benefits from additional information. The
dark lighting and close-up, partially obscured face suggest something scary or mysterious – the poster
model predicts ’horror’, ’mystery’, ’thriller’, of which only ’thriller’ is correct. The ensemble model,
with the benefit of the plot summary, trailer frames, and metadata, more correctly predicts ’action’,
’drama’, ’fantasy’, ’sci-fi’, ’thriller’.
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6 Conclusion/Future Work

In this project, I explored multiple model approaches using different types of data, as well as an
ensemble method for combining them, for the task of multi-label movie genre classification. While all
the models performed well, the results show that text-based models on human-written plot summaries
are the highest performing. This is likely because a good plot summary must give the reader a good
idea of the genre of the movie. Examination of a few samples show that including multiple modalities
show promise in improving overall accuracy. Future improvements would be to investigate better
approaches for combining multiple modalities, and applying a convolutions-through-time approach
to the video trailers dataset.

7 Contributions

David LeBaron did the initial literature review, collected and cleaned the dataset, wrote code for
model training and analysis, and wrote this report.
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