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Abstract

Training deep neural network is costly due to high computation cost and lack of
large dataset. To mitigate this issue, numerous learning methods, such as transfer
learning and meta-learning, were found in academia. This project compares these
recently discovered learning methods on classification task of NIH Chest X-rays
dataset. According to experiments performed within this project, utilizing transfer
learning and advanced meta-learning, such as non-parametric MAML, on small
dataset may increase performance, but it is difficult to alleviate the decrease in
performance caused by decrease in dataset size and to produce performance that is
on par with the large dataset.

1 Introduction

Most of recent industrial problems in applying deep learning comes from data. With advent of neural
network, potential benefits of machine learning have been proven both in industry and academia,
but many companies still struggle to apply this new technology due to data problem. Not only the
companies do not possess enough data that pertains to specific tasks they desire to solve, but also
there are high financial and time costs involved in collecting and training with large dataset.

As a result, recent trends in deep learning have been learning methods that demonstrates high
performance with a small dataset. Especially, transfer learning and meta-learning have shown
competent performance with a small dataset of under 10,000 items in numerous tasks.

For this project, we analyze performances of different learning methods, ranging from traditional
convolutional networks to meta-learning, in classifying diseases in chest X-ray images. By analyzing
models’ performance, we explore their potential implications in solving tasks with small dataset.

2 Related Work

2.1 Transfer Learning for COVID-19 Detection

Basu et al. (1) invents Domain Extension Transfer Learning (DETL) which leverages a model
pre-trained on NIH Chest X-rays (2) to classify COVID-19 on chest X-rays. DETL pre-processes
NIH Chest X-rays dataset by relabeling X-rays to two classes, normal and disease, and pre-trains
models pre-trained on different architectures, including AlexNet, VGGNet, and ResNet. Then, it
constructs a second dataset with four classes, normal, other disease, pneumonia, and Covid-19,
from multiple datasets, including NIH Chest X-rays dataset,and compares the pre-trained models’
performance. The models achieve 82.98%, 90.13%, and 85.98% accuracy with AlexNet, VGGNet,
and ResNet respectively, and such performance is promising given that NIH Chest X-rays dataset has
labeling accuracy of >90%.

Nevertheless, there are two shortcomings of Basu et al. (1): amalgamation of disease classes and
simplicity of evaluation metric. Among NIH Chest X-rays dataset, images with pneumonia class
account for only 1.2% of the dataset, and images with COVID-19 class account for less than 5% of the

CS230 Fall 2021, Stanford






	Introduction
	Related Work
	Transfer Learning for COVID-19 Detection
	Meta Learning for ORBIT

	Dataset and Features
	Methods
	Convolutional Networks
	Transfer Learning
	Meta Learning
	Evaluation

	Results
	Experiments
	Analysis

	Future Works
	 Contributions 
	Work done for CS230 & CS330

