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Abstract

Portfolio optimization papers overwhelmingly overlook scheduling when designing strategies, and choose to adopt a calendar rebalancing schedule, recomputing portfolio weights at fixed time intervals using a fixed-size time window for weight computation. But this simple approach lacks adaptability when the rate at which the market evolves is not constant over time. In previous work, we have shown that the choice of a rebalancing schedule can have a dramatic impact on performance. We have proposed the mu-sigma schedule, a rule-based dynamic alternative to calendar rebalancing that builds on recent findings in Random Matrix Theory to replace time with covariance distance as the fundamental scheduling metric, and improves the Sharpe Ratio of strategies significantly. In this work, we learn data-driven schedules based on Reinforcement Learning and Distance Scheduling, that should maximize the performance of portfolios while bridging the gap between intra-day and low-frequency portfolio strategies. Our learned schedules bring up to 50% improvement in Sharpe Ratio, and are the first financial machine learning models to be able to generalize across markets and sampling frequency.

1 Introduction

Portfolio allocation is often considered to have been fathered by Markowitz’s mean-variance framework in the 50’s (1). Markowitz’s methods and its offspring aim at maximizing expected returns for a given level of risk. In other words, mean-variance portfolio allocation methods all try to tackle the mean-variance trade-off in an optimal way. In practice, future returns are unknown to the investor while risk is subject to non-stationarity and a high estimation error, leading to under-performing portfolios out of sample (2).

This issue led to risk-based strategies, focused entirely on minimizing portfolio risk, such as the Global Minimum Variance Portfolio (3). Other authors have focused on maximizing diversification criteria other than risk (4) (5).

Once a portfolio allocation method is selected, one must choose when to rebalance portfolio weights. However, market fees associated with these transactions lead to a trade-off between responsiveness and transaction costs — called the information/fee trade-off hereafter. For this matter, the most widely adopted schedule is calendar rebalancing, which defines a fixed time period $T$ for rebalancing. This method is notoriously weak due to its lack of adaptability. Indeed, as $T$ is independent of the rate at which the market evolves it will become relatively too large during high volatility periods and too small otherwise. Yet, it is widely used in the literature to benchmark strategies and it constitutes the foundation of more sophisticated schedules.
As all previously mentioned allocation methods are functions of an estimate of the covariance matrix, our previous work (6) proposed to use a measure of distance in the space of positive semi-definite matrices to choose when to rebalance the portfolio. Put differently, instead of waiting for \( T \) days before rebalancing the portfolio, we wait for the current covariance matrix to exceed a certain distance \( d \) relative to the covariance matrix at the time of the last rebalancing operation. Such a distance estimation would have been too unstable and erroneous in the usual setting, but recent advances in Random Matrix Theory (7) have made covariance matrix distance estimation more reliable by orders of magnitude in the typically commensurably large \( m, N \) (number of assets, number of samples) regime of financial time series. We introduced a dynamic distance-based rebalancing scheme based on these considerations which was shown to consistently reduce turnover and increase the Sharpe Ratio of allocation methods by a significant margin independently of the allocation method selected.

In this work, we propose to directly learn optimal schedules via Reinforcement Learning. The use of RL in portfolio allocation has been focused on the determination of optimal portfolio weights (8; 9). This task has proved very challenging, and most current attempts don’t scale to large portfolios because of dimensionality explosion in both the observation and action spaces. On the other hand, our proposed task of learning schedules is an easier – yet never attempted – task. The agent has to learn when it is worth it to pay transaction fees and update its allocation with the latest market information, which is an action space independent of the portfolio size. Another advantage of such an approach is that it allows the investor to improve all its allocation methods, and thus benefits from all his previous work. Furthermore, there is a lesser risk of unanticipated black-box failure since the weights are still computed using the allocation method’s rationale, and the agent only learns the timing of updates – a behavior easily monitored and constrained if need be.
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In this work, we propose to directly learn optimal schedules via Reinforcement Learning. The use of RL in portfolio allocation has been focused on the determination of optimal portfolio weights (8; 9). This task has proved very challenging, and most current attempts don’t scale to large portfolios because of dimensionality explosion in both the observation and action spaces. On the other hand, our proposed task of learning schedules is an easier – yet never attempted – task. The agent has to learn when it is worth it to pay transaction fees and update its allocation with the latest market information, which is an action space independent of the portfolio size. Another advantage of such an approach is that it allows the investor to improve all its allocation methods, and thus benefits from all his previous work. Furthermore, there is a lesser risk of unanticipated black-box failure since the weights are still computed using the allocation method’s rationale, and the agent only learns the timing of updates – a behavior easily monitored and constrained if need be.

2 Related work

Reinforcement Learning has been considered for trading for a long time, due to the inherently multi-stage decision process of a trading strategy. In 1998 already, Moody (8) proposed a Reinforcement Learning framework for trading, and proposed an adequate reward function, the differential Sharpe ratio, which allows for the on-line maximization of the Sharpe ratio. Yet, these approaches suffered from the dimensionality of the observation space, linear in the size of the investment universe, as well as the action space.

Advances in Deep Reinforcement Learning gave rise to two different approaches to the problem. The first approach is to learn single-asset strategies directly via model-free Deep Reinforcement Learning (9). This method has shown to be promising, however it relies on the possibility to predict future stock returns, which is considered hardly possible. The second approach is to construct portfolios directly (9; 10; 11). These approaches feed market data to the agent, which has to output a vector of allocation weights \( w \) for every time step. This problem is paradoxically easier conceptually, because the agent can get performance from the combination of stocks. Fundamentally, there are simple combinations of stocks that allow to hedge risk and get good performance, and the agent can thus obtain performance without relying on the accurate prediction of each individual stock price. Yet, when a reasonable number of stocks (say, 50) is provided, the observation and action spaces become too large for learning to take place with the relatively meagre data available. It is all the truer since these systems have to be trained on recent data to be relevant, which restricts the amount available. To tackle this issue, (12) proposed the use of Ensemble of Identical and Independent Estimators, which
relies on weight sharing to output an individual score for each stock, then the scores are combined in a shallow fashion. Recurrent Topologies such as LSTM were also considered and proved more powerful, yet more difficult to train. With the exception of (12), all these frameworks couldn’t scale to more than a dozen assets.

The Scheduling problem proposed here doesn’t suffer from the same difficulties, because it is independent on the size of the market in both observation and action. It was first introduced in our previous work (in progress) (6). In this work, it was shown that a dynamic schedule based on distance instead of time could outperform the calendar schedule by up to 20% in Sharpe Ratio, without being conceptually more complex.

3 Methods

3.1 Preliminaries: Scheduling Framework

Consider the returns matrix of \( m \) assets over \( N \) timestamps \((X ∈ M_{m,N})\). We need to choose the dates \((t_n)_{n∈\{1..p\}}\) at which we rebalance our portfolio weights \((w_n)_{n∈\{1..p\}}\). We call schedule such an increasing sequence \((t_n)_{n∈\{1..p\}}\). In essence, what we need is a scheduling function \( f \) such that

\[
f(t_n, w_n, X_{[0:t]}, t) = \begin{cases} 
0 & \text{if } t < t_{n+1} \\
1 & \text{if } t ≥ t_{n+1} 
\end{cases}
\]

That way, we can build schedules by setting \( t_0 = N \) and \( ∀ n ≥ 1, t_{n+1} = \min\{t ≥ t_n | f(t_n, w_n, X_{[0:t]}, t) = 1\} \).

The calendar schedule of period \( T \) can be easily expressed in this setting with \( f(t_n, w_n, X_{[0:t]}, t) = \text{sign}(t − t_n − T) \), with convention \( \text{sign}(0) = 1 \). Most investors schedules incorporate conditions such as concentration limits (e.g. CPPI). All these rules can be expressed as additional conditions on schedules with \( or \), \( and \) operators. In what follows, we attempt to learn a scheduling function. This function will make use of Covariance distance, which is the fisher distance between the sample covariance matrix at time \( t \) and the covariance matrix at time \( t_n \). There are important considerations when computing distances in the regime of financial time series, which are discussed in the appendix.

3.2 Environment

Our problem revolves around the concept of ideal portfolio. Given an allocation method, the ideal portfolio is the portfolio that maximizes the Information / Friction tradeoff. In other words, it is the portfolio obtained by rebalancing as frequently as possible, while paying no fees. Our agent must learn to best track the ideal portfolio while not being exempt from taxes.

As a result, its reward function is the difference between the differential sharpe ratio of the traded portfolio and the differential sharpe ratio of the ideal portfolio. In practice, it is possible to outperform the ideal portfolio due to the imperfect nature of the allocation method. However, it is not desirable for our agent to pick up these anomalies, and therefore we cap its rewards at 0, meaning that it will not be rewarded for the failure of the allocation method. Conversely, this difference makes it so that the rewards of the agent are independent on the underlying market. The agent is rewarded only for not underperforming the ideal portfolio. This removes some stochasticity to the environment and makes generalization possible.

The features are four-fold.

- Path dependent Distance-based features : These are the distance between the current observed sample covariance matrix and the covariance matrix used for the last update. These features are normalize through a rolling exponential moving z-score, using pools of observation from shifted covariance distances of different scales.
- Time-based features : these features are binary numbers representing whether or not more than \( T \) steps have elapsed since the last update.

\(^1\) Schedule functions will often be defined without respecting the monotonicity constraint. In practice, any boolean function can be made non-decreasing by using cumulative or statements.
• Tracking features: These track the performance relative to the ideal portfolio. We use the z-score of the variance of the difference of the returns between the actual portfolio and the ideal portfolio.

• Virtual turnover: This is the turnover the agent would pay at step t for rebalancing. It allows the agent to avoid updating when the update contains a high noise.

These features are accessed with lookbacks to allow temporal decisions dependent on previous states. The actions are binary rebalancing decisions: 1 for rebalancing, 0 for keeping current weights. The model used is DQN, which is particularly sample efficient. This is an important property for compute budget reasons. Moreover, its deterministic nature allows to evaluate performance on single runs.

4 Experiments/Results/Discussion

This work aims to be as general as possible. Therefore, the only data used will be stock returns data. We use a dataset comprising 43 daily prices European Indexes from 2000 to 2019. The results are sensitive to the choice of the discount factor. If the discount factor is too high, then the agent doesn’t learn that he is paying transaction fees. On the other hand, a too low discount will make the agent learn to never rebalance because he will be focused on the immediate cost of trading. A good compromise is $\gamma = 0.3$, used hereafter. We train the agent using three different timescales for distance estimation, time thresholds of 5, 20 and 80 steps, and lookbacks of 1, 2, 3, 4, 5 and 40 steps. Multiple experiments have shown that the choice of these parameters only have minor impact on the ability for the agent to learn schedules. The agent is trained for 50,000 steps, which corresponds to roughly 10 runs of the whole dataset. The allocation method used by the agent is the Global Minimum Variance Portfolio, chosen for its simplicity and because it is computationally inexpensive.

The agent is trained using the 3000 first timesteps of the dataset, and evaluated out of sample on the last 1700. Figure 2 represents the results for the agent out-of-sample. It obtains a Sharpe Ratio 15% better than the calendar schedule (parametrized to rebalance every 4 weeks, a standard for this dataset). Moreover, it outperforms the distance-based mu-sigma schedule introduced in (6) by 4% with a similar number of rebalancing operations.

In-sample (Figure 3), the overperformance in Sharpe Ratio over the Calendar Schedule is as high as 60%, with a very reasonable schedule which rebalances frequently during market shifts and sparsely otherwise. This extreme overperformance doesn’t look to be the result from overfitting but rather because of the presence of the 2008 financial crisis in the In-Sample period, which constitutes great potential for dynamic schedules to outperform calendar schedules.

Figure 2: Scheduling Performance Out-of-Sample

An interesting aspect of this approach is that learning can take place across different markets, and different time periods. One can use and apply a model to different markets, thus multiplying the amount of data it has seen. This is of special interest since scheduling becomes especially important during exceptional periods like financial crises. Therefore, it would benefit a lot from having been trained on different markets with different crises.
Yet, learning is actually very robust by design. Our simple DQN agent was tested on a absolutely
different market made of 12 cryptocurrencies (instead of 43 indexes), on a different time period
(2020), with even a different frequency (hourly returns instead of daily). In these extreme conditions,
it is still able to outperform the benchmark by 40% which is the calendar schedule with daily
operations (which happens to be the frequency used by the agent). To the best of our knowledge,
this is the first time an agent presents such generalization in finance. The produces schedule is also
reasonable, with high frequency rebalancing when the market undergoes rapid transformations, and
more stable operations otherwise. Results are visible in Figure 3 which showcases the results on the
extreme generalization test.

5 Conclusion/Future work

Scheduling is fertile grounds for portfolio improvement. Not only is it applicable to any allocation
method including legacy methods, but it constitutes a tractable problem fundamentally less sensitive
to the underlying specifics of the market. It is scalable, robust and general and it allows improvement
in Sharpe Ratio that are akin to actual changes of methods. It is all the more important since in
previous investigations, we have found that the choice of a schedule changes the ranking of different
allocation strategies, meaning that benchmarking allocations on a common schedule is unfair and
unscientific. Rather, portfolio optimization researchers should evaluate each method with an adapted
schedule, possibly learned.

In this work, simple Deep Reinforcement learning agents were able to successfully learn schedules
that outperform out-of-sample, even in extreme generalization test that were never attempted for
Machine Learning models in finance. Future work will involve the introduction of appropriate
Recurrent agents that will further reduce the observation space. Moreover, one could consider
continuous actions, which would rebalance only a fraction of the portfolio. These fractional updates
would allow more flexibility especially in hourly or minute frequency markets, where updates are too
We further let \( \hat{\| \cdot \|} (SCM) \). In order to determine whether or not rebalancing should take place at a given time instant, the simplest, and most conventionally used, estimator is the plug-in estimator, which consists in replacing (plugging) the unknown covariance matrices by its in-sample estimate (SCM) in the formula for the Fisher distance, i.e.,

\[
D_F(C_1, C_2) = \frac{1}{m} \| \log(C_1^{-\frac{1}{2}} C_2 C_1^{-\frac{1}{2}}) \|_F^2 = \frac{1}{m} \sum_{i=1}^{m} \log^2 (\lambda_i(C_1^{-1} C_2))
\]

with \( \cdot \|_F \) the Frobenius norm, \( C_2 \) the nonnegative definite square root of \( C \in S_m \) and \( \log(C) = U \log(\Lambda) U^T \) where \( U \Lambda U^T \) is the spectral decomposition of \( C \in S_m \).

In practice, \( C_1 \) nor \( C_2 \) being unknown, one needs to produce an estimate of \( \hat{D}_F(C_1, C_2) \) based on the samples \( X_1 \) and \( X_2 \) which, in the present setting may be such that the number of available samples \( N \) is not necessarily much larger than the data dimension \( m \).

The simplest, and most conventionally used, estimator is the plug-in estimator, which consists in replacing (plugging) the unknown covariance matrices by its in-sample estimate (SCM) in the formula for the Fisher distance, i.e.,

\[
\hat{D}_F^{SCM}(X_1, X_2) \equiv D_F(C_1, C_2).
\]

It is in particular not difficult to ensure that \( \hat{D}_F^{SCM}(X_1, X_2) \to D_F(C_1, C_2) \), almost surely, as \( N \to \infty \), while \( m \) remains fixed. However, under the setting where \( m, N \to \infty \) such that \( c \equiv \frac{m}{N} \) remains in \( (0, 1) \) (our present setting), the operator norm \( \| C - C \| \) no longer vanishes and, as a result, the plug-in estimator becomes inconsistent (7).

As a counter-measure, (7) Corollary 4 provides an “\( m, N \)”-consistent estimator of distance for \( D_F \), as follows.

**Proposition 1** \((m, N\)-consistent estimator of \( D_F \)). Under the present setting and with \( \| C_1 \|, \| C_2 \| \) bounded with \( m, N \to \infty \) with \( c \equiv m/n \in (0, 1) \) remaining away from 0 and 1,

\[
D_F^{RMT}(X_1, X_2) - D_F(C_1, C_2) \to 0
\]

almost surely, where

\[
D_F^{RMT}(\hat{C}_1, \hat{C}_2) \equiv \left[ \frac{1}{m} \sum_{i=1}^{m} \log^2 ((1 - c) \lambda_i) + 2 \frac{2c - c^2}{c^2} \left\{ \left( \Delta_\xi^\top \right)^\top M \left( \Delta_\xi \right) + \left( \Delta_\xi^\top \right)^\top r \right\} \right] \\
- \frac{2}{m} \left( \Delta_\xi \right)^\top N 1_m - 2 \frac{1 - c}{c} \left\{ \frac{1}{2} \log^2 \left( (1 - c)^2 \right) + \left( \Delta_\xi \right)^\top r \right\}
\]
With these elements in place, we are in position to introduce our considered setting and our proposed features for portfolio scheduling.

**B Modeling and practical distance estimation**

Let us consider a typical portfolio allocation setting. We wish to manage a portfolio of \( m \) indices (i.e., typically of order 50), using a sliding covariance matrix estimation window of size \( N \) (say, of order 260 days amounting to a full year of daily returns). For notational convenience, \( \hat{C}_{[t:t+N]} \) stands for the SCM computed with returns \( X_{[t:t+N]} \) from date \( t \) to date \( t + N - 1 \). In order to choose when to rebalance the portfolio, our proposed strategy is to evaluate the covariance matrix distance \( D_F(\hat{C}_{[t:t+N]}, \hat{C}_{[t+k:t+N+k]}) \) for all \( k \geq 1 \) until a "loss of stationarity" threshold is exceeded. In practice, if \( t \) denotes the date of the last rebalancing operation, this corresponds to computing every day the distance between the current observed covariance matrix and the covariance matrix used at time \( t \).

Two practical considerations need be addressed in order to estimate \( D_F(\hat{C}_{[t:t+N]}, \hat{C}_{[t+k:t+N+k]}) \),

1. in order to apply Proposition 1, one demands that \( X_{[t:t+N]} \) and \( X_{[t+k:t+N+k]} \) be independent and thus non-overlapping. But, for \( k < \frac{N}{2} \), both datasets share a proportion \( \frac{N-k}{N} \) of their samples. This is all the more critical that the window used for covariance estimation is typically one order of magnitude larger than the time between two rebalancing operations (the general practice is that rebalancing takes place every few weeks and covariance estimations use a year of daily returns, as in \([13][3][4][14]\) etc.). To address this issue, we proceed by using instead \( \hat{C}_{[t:t+N]}; 2 \) and \( \hat{C}_{[t+k:t+N+k]}; 2 \), computed using only every other sample (at least in the overlapping time period), with the requirement that they share none of them. As a consequence, independence is granted at the cost of dropping up to one half of the samples, and instead of exploiting a dimension-to-sample ratio \( c = \frac{m}{N} \), the latter is reduced to \( c \approx \frac{m}{2N} \), further increasing the need for a RMT-based consistent distance estimator.

2. there may be situations in which investors want to manage a number of assets \( m \) greater than the estimation window \( N \) they use. In this case, there is a strong violation of the \( c < 1 \) assumptions. As a consequence of Item 1, a representative collection of asset returns smaller than \( \frac{N}{2} \) should thus be used for distance estimation.
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