Student Dropout Prediction

Aarushi Majumder
Department of Computer Science
Stanford University
aaru@stanford.edu

Abstract

Early and accurate prediction of children dropping out from school is a serious problem in education, especially in developing countries. Several factors can influence truancy. Additionally, a traditional classification approach to solve the problem might not be exigent enough, given that it would have to be performed as close to the end of school as possible for optimal results. I trained several machine learning algorithms and a neural network in order to come up with the best prediction model of student dropout as soon as possible. The data used was gathered from 460 high schools students in India.

1 Introduction

An important issue, especially in developing countries, is truancy from school. In order to address this, it is critical to understand the causes and recognize the signs. This project will aim to accurately predict the probability of a student dropping out from school. I will measure prediction accuracy and analyze aspects of the students’ data so as to recognize the most important factors leading to high dropout rates. Machine learning techniques can effectively facilitate determination of at-risk students and timely planning for interventions. I will implement several classification algorithms as well as train a neural network in order to find the best predictor.

2 Related work

Since machine learning is one of the most effective ways to predict student dropouts, I looked at several academic journals, books and case studies, using several machine learning algorithms. However, most of those algorithms have been developed and tested in developed countries, such as in Europe. Studies have also been conducted in the areas of higher education and online education. Hence, developing countries are facing lack of research on the use of machine learning on addressing this problem. It is especially critical in these countries to identify the students likely to dropout at the high school level, as that is when most of the dropouts occur. Additionally, there are several factors, specifically lack of sanitation, and availability of clean drinking water at school that affect student dropouts exclusively in developing countries. Therefore, this paper presents an overview of machine learning in education with the focus on techniques for student dropout prediction in a developing country (India). The data set used reflects these differences.
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3 Data set and Features

The data was gathered from an Indian government database - data.gov.in. The data set comprises 460 high school students in the year 2015-16. The student data used includes 33 features that relate to demographic and student behavior data, information related to the school’s education processes and infrastructure, and data corresponding to the academic processes and socioeconomic information of the students. The target feature is a 0 or 1 indicating dropouts.

The first step was to clean the data obtained, in order to determine that there is no information redundancy and blank fields or data that may affect the prediction process. The data was cleaned according to the following criteria: - Students with 5 or more missing values were removed from the original data set. - Students with a mean grade inferior to 0.2 were removed from the original data set.

Each student was represented in the data set using an 34-dimensional vector consisting of the student’s high school data, demographic and situational factors. In order to properly train the classifiers I used Synthetic Minority Over-sampling Technique (SMOTE) to balance the data set.

For dropout classification the data set was split in 60% train and 40% test, training the models using grid search and cross-validation on the training set and evaluating them on the test set. Additionally, the most important factors were extracted and considered as predictors in the input layer of the neural network model.

4 Methods

Part 1: Classification

Four classifiers were trained: Boosted Decision Tree (BDT), Random Forest Classifier (RF), Boosted Decision Tree with SMOTE and Random Forest Classifier with SMOTE using the feature vector of the training set samples. I chose these four models to establish a fair baseline value for the prediction. A brief explanation of each of the algorithms is provided below.

1. A Boosted Decision Tree (BDT) is a structure based on a sequential decision process. Starting from the root, a feature is evaluated and one of the two branches is selected. This procedure is repeated until a final leaf is reached, which normally represents the classification target. Boosting means that each tree is dependent on prior trees. The algorithm learns by fitting the residual of the trees that preceded it. This improves the accuracy.

2. Random Forests Classifiers (RF) are an ensemble learning technique that works by constructing a multitude of Decision Trees and outputs the mode of the classes of the individual trees. This model is trained using Feature Bagging.

3. Boosted Decision Tree with SMOTE. SMOTE is a technique for countering imbalance in a dataset, in the boosting procedure. After each boosting round, we apply the SMOTE algorithm in order to create new synthetic examples from the minority class. SMOTE creates synthetic instances of the minority class by operating in the “feature space” rather than the “data space”. By synthetically generating more instances of the minority class, the decision tree is able to broaden its decision regions for the minority class.

4. Random Forest Classifier with SMOTE. Similar to BDTs, SMOTE helps RFs deal with unbalanced datasets.

Part 2: Training a Neural Network

Artificial Neural Networks (ANNs) can model complex non-linear relationships (Mun et al., 2017; Ramachandra and Way, 2018). The ANN is composed of input layer units, hidden layer units, output layer units and connections between these layers. The input layer unit corresponds to each variable of
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5 Experiments/Results/Discussion

Evaluation Metrics
The performance of the classifiers is assessed using the standard measures of accuracy, recall, precision and F1. The classifier metrics are defined as follows:

\[
\text{Accuracy} = \frac{tp + tn}{tp + tn + fp + fn}
\]
\[
\text{Precision} = \frac{tp}{tp + fp}
\]
\[
\text{Recall} = \frac{tp}{tp + fn}
\]
\[
F1 = \frac{2tp}{2tp + fp + fn}
\]

where \(tp\) is true positive (dropout), \(tn\) true negative (not dropout), \(fp\) false positive and \(fn\) false negative. We consider dropout as the positive class and non-dropout as the negative class. Because we want to minimize false negatives (students who drop out are predicted as students who do not drop out) we will select models with the high recall over those with better precision. We will analyze the trade-off between these metrics using F1.

Results
The plots below (Figure 1) represent the density plots for some of the features. They show that the dropout students are more likely to be problematic in attendance and achievement, and are less likely to participate in the school activities.

Figure 2 below presents the ROC curves for the four binary classifiers used in this study. The AUC of the random forest (RF), and random forest with SMOTE (SMOTE + RF) were the same. The boosted decision tree (BDT) performed better than both the aforementioned models and the boosted decision tree with SMOTE (SMOTE + BDT) performed the best.

Figure 3 below presents the PR curves for the four binary classifiers used in this study. The AUC of the random forest (RF) was the least, followed by random forest with SMOTE (SMOTE + RF), boosted decision tree with SMOTE (SMOTE + BDT) and boosted decision tree (BDT).
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Figure 1: Density plots for some features

Figure 2: ROC curves for the 4 classifiers
Based on both, the ROC and PR curves, the boosted decision tree showed the best performance. The four ROC curves indicate that all four models were excellent in terms of AUCs. However, this is not very informative as the values are quite close together. The PR curves were more useful because their corresponding AUC values were more distinctive. According to the AUC values of the PR curves, the BDT showed the best performance indicating that, among the four tested classifiers, the dropout classification based on BDT was optimal.

The ANN had a true positive rate of 0.994, which is again quite similar to the classifiers. The precision score of the ANN was 0.936, which is a significant improvement in performance over the classifiers. Overall, there was not too much difference in the performance of the classifiers and the ANN; however, there was significant over-fitting in the ANN which might be attributed to the high number of parameters as well as low number of data points.

6 Conclusion/Future Work

Student drop out prediction is an important and challenging task. In this paper, I attempted to evaluated the effectiveness of several classification techniques as well as a neural network in student dropout prediction. The result was that the neural network performed the best, followed by the boosted decision tree. Further, the strongest predictors of dropouts were 'Unauthorized absence', 'Unauthorized early leave' and 'Unauthorized lateness'.

Some improvements that can be made to the experiment include a more advanced solution dealing with missing values rather than mapping unknown values to 0. Additionally, most existing studies ignore the fact that the dropout rate is often low in existing data sets; this means that future research should consider developing a student dropout algorithm with consideration of data imbalance problem. Finally, using a bigger data set might be more useful.

An interesting extension could be ranking all students according to risk of dropping out in order to prioritize staging timely interventions.
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