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1 Abstract

A deep learning configuration for prediction of the velocity magnitude field over bluff bodies is
presented. Our neural network is based on a modified segmentation track of PointNet to take its
advantages over traditional convolutional neural networks (CNNs). Laminar steady-state flows over
seven different cross sections are considered as test cases for generating data set. The procedure of
choosing hyper-parameters is discussed. Visual comparison between the ground truth and predicted
fields is provided. Computed mean square error demonstrates a reliable level of accuracy of the
prediction. Our network obtains a considerable rate of speedup for predicting the velocity field in
comparison with our regular numerical solver.

2 Introduction

One of the most important contributions of machine learning tools to Computational Fluid Dy-
namics (CFD) simulations is reducing the computational expenses. Even with high performance
computing techniques [Moureau et al., 2011, Nagel et al., 2019] and efficient numerical algorithms
[Filelis-Papadopoulos et al., 2014, Kashefi and Staples, 2018]) for accelerating CFD simulations,
investigation of geometrical parameters for reaching an optimized design is yet computationally
expensive, specifically due to requiring a huge number of iterations for analyzing flow fields. To
overcome these issues, a few or all the components of a CFD solver have been replaced by a neural
network [Sekar et al., 2019, Guo et al., 2016, Tompson et al., 2017, Thuerey et al., 2019, Bhatnagar
et al., 2019].

3 Related Work

To employ artificial neural networks as a replacement of CFD solvers, it is critical to appropriately
feed CFD data into a network. Hence, an effective data representation is crucial. The connection of
neural networks with Cartesian grids is straightforward. In this case, using two and three-dimensional
convolutional neural networks (CNNs) is a regular approach [Fukami et al., 2019, Lapeyre et al., 2019,
Kim and Lee, 2020]. Based on this scenario, each vertex of a Cartesian grid corresponds to a pixel of
an image processed by a CNN. Nevertheless, using unstructured grids is unavoidable for real-world
applications. In contrast with Cartesian grids, the connection of unstructured grids, and consequently
scatter CFD data, with neural networks becomes challenging. The approach to connect scatter CFD
data to a two or three-dimensional CNN is to use pixelation. Using pixelation, scatter CFD data is
projected into a two or three-dimensional Cartesian grid such that they become readable by regular
CNNs [Sekar et al., 2019, Guo et al., 2016, Tompson et al., 2017, Thuerey et al., 2019, Bhatnagar
et al., 2019, Jin et al., 2018, Zhang et al., 2018, Han et al., 2019, Hui et al., 2020, Hasegawa et al.,
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Figure 1: Schematic representation of the physical domain for a cylinder with a triangular cross
section

2020]. However, this approach has several shortcoming such as introducing error to the dataset due
data interpolation, introducing artificial roughness to previously-smoothed curves in CFD domains,
wasting computational capacities of CNNs due to masking interior pixels corresponded to an object
inside CFD domains, and etc. To overcome these issues, we present scatter CFD data as a point
cloud and consequently use a point-net-based neural network such as PointNet [Qi et al., 2017] for
prediction of velocity magnitudes.

4 Dataset and Features

To generated our dataset, first we need to solve the governing equations of fluid motions. Incompress-
ible viscous steady flow is governed by the continuity and momentum equations as follow:
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where u and v indicate x and y components of the velocity vector, respectively. p stands for the
absolut pressure of the fluid. ρ is the fluid density and µ shows the dynamics viscosity of fluid.
Specifically, we are interested in the velocity magnitude (U ), which is computed by

U =
√
u2 + v2. (4)

One may refer to Kashefi and Staples [2018] for further details of the equations such as enforced
boundary conditions. The solution of Eqs. 1–3 is function of geometry of the object inside the domain,
while they do not have any analytical solutions. The Gmsh [Geuzaine and Remacle, 2009] application
is employed for the discretization of the fluid domain by finite volume meshes. OpenFOAM [Weller
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et al., 1998] is utilized to obtain the numerical solution of Eqs. 1–3, which is considered as the ground
truth. The velocity magnitude is made dimensionless as follows:

U∗ =
U

U∞
, (5)

where U∞ is the uniform input velocity to the domain (see Fig. 1). In the next stage, we scale U∗ in
a range of [0, 1] by the following formulation:

U
′
=

U∗ −min(U∗)

max(U∗)−min(U∗)
. (6)

We consider seven various geometries: circle [Behr et al., 1995], square [Sen et al., 2011], triangle
[Kumar De and Dalal, 2006], rectangle [Zhong et al., 2019], ellipse [Mittal and Balachandar, 1996],
pentagon [Abedin et al., 2017], and hexagon [Abedin et al., 2017]. A summary of the geometries is
provided in Table 1. A total number of 1875 data is generated. We split the generated data into three
categories of training (80%), validation (10%), and test (10%) sets randomly.

Shape Variation in
orientation

Variation in
length scale

Number
of data

Circle - a = 1 m 1
Equilateral hexagon 3◦, 6◦, . . . , 60◦ a = 1 m 20
Equilateral pentagon 3◦, 6◦, . . . , 72◦ a = 1 m 24
Square 3◦, 6◦, . . . , 90◦ a = 1 m 30
Equilateral triangle 3◦, 6◦, . . . , 180◦ a = 1 m 60
Rectangle 3◦, 6◦, . . . , 180◦ a = 1 m; b/a = 1.2, 1.4, . . . , 3.6 780
Ellipse 3◦, 6◦, . . . , 180◦ a = 1 m; b/a = 1.2, 1.4, . . . , 4.2 960

Table 1: Generated geometries; For circle, equilateral hexagon, equilateral pentagon, and equilateral
triangle, a is defined as the main diameter. For square and rectangle, a is defined as the small side,
while b is defined as the large side (if any). For ellipse, a and b are defined as the small and large
diameters respectively.

5 Methods

We take the segmentation component of the PointNet architecture [Qi et al., 2017] for our purpose
(see Fig. 2). One may refer to Qi et al. [2017] for details of the PointNet architecture. We adjust the
network according to our desired application. This adjustments involves two main steps. First, the
“sigmoid” activation function is used in the last layer. Second, mean square error (MSE) is used as the
loss function. MSE is a suitable loss function (L) for deep learning of computational fluid dynamics
and frequently is used in the literature (see e.g., Refs. Sekar et al. [2019], Bhatnagar et al. [2019]).
Thus, this function is used in this project and determined as

L =
1

N
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′
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′

i )
2
])
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where Ũ
′

is the velocity magnitude predicted by our neural network. N indicated the number of
points inside the cloud. In this study, we take N = 1024. We use the Adam optimizer [Kingma and
Ba, 2014]. The learning rate of α = 5× 10−4 and the hyper-parameters of β1 = 0.9, β2 = 0.999 are
chosen. The batch size of 256 is selected. We stop training after 4000 epochs to avoid over-fitting. The
training process takes approximately 10 hours on our available GPU. To set these hyper-parameters,
a systematic process has been undertaken. To save space, we present our analysis for the learning
rate and the batch size. Table 2 and Table 3 demonstrate a summary of our analysis respectively
for the batch size and the learning rate. Note that another important hyper-parameter is the size
of the global feature (see Fig. 2), since a relatively higher size leads to a more accurate encoding
of the geometrical features of the CFD domain. Based on our numerical experiment, the size of
2048 led to 4.3% reduction in the average error of the test set in comparison with the size of 1024.
Notwithstanding this success, the choice of batch size of 256 was impossible due to the memory
limitation. On the other hand, the batch size of 128 increased the training time to 16 hours; and that
is why we stand with 1024.
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Figure 2: Schematic representation of PointNet; the segmentation branch of this network is used in
the current study. This figure is completely taken from Qi et al. [2017].

Batch size 64 128 256
Average loss (L) of the training set 4.86E−5 5.38E−5 8.47E−5
Average loss (L) of the validation set 9.75E−4 8.92E−4 6.83E−4
Average loss (L) of the test set 4.01E−3 2.81E−3 2.17E−3

Table 2: Effect of batch size on the accuracy of training, validation, and test sets

6 Experiments/Results/Discussion

A visual comparison between the ground truth and our network prediction for a few different cross
sections selected from the test set is made in Fig. 3. Quantitatively, the average, minimum, and
maximum L2 norm error of the test set are tabulated in Table 4. Accordingly, an excellent to
reasonable level of accuracy of prediction is obtained. Next, we report the speedup factor obtained by
our neural network to assess the rate of computation accelerating with reference to our traditional
computational fluid dynamics solver. The wall time consumed on our available CPU for the simulation
of the velocity magnitude for 256 unseen shapes by the CFD solver takes approximately 10105
seconds (nearly 3 hours), while our network predicts the same field for these 256 shapes in 6 seconds
on our available GPU. Thus, the a speedup factor of 1683 is achieved. Note that this number is not
absolute and strongly depends on the efficiency of our computational resources.

7 Conclusion/Future Work

We proposed a deep learning strategy for the prediction of velocity magnitude in complex geometries.
Our neural network was fundamentally based on the segmentation component of PointNet Qi et al.
[2017]. By means of this deep learning configuration, potential users are able to preserve the accuracy
of CFD data for training. Moreover, they would be able to study the effect of small variations in
object geometries, something that is not achievable using pixelation strategies and regular CNNs,
unless a super-high resolution input is used, which is computationally expensive by itself. Similarly,
boundary smoothness is not destroyed using our approach in contrast with CNN-based algorithms.
For our future projects, we investigate the prediction of the velocity vector (u and v) and pressure (p)
fields (rather than just simply U ). Moreover, we are interested in unsteady flows where objects inside
the domain or domain boundaries evolve in time, and thus a dynamic point-cloud deep learning is
essential.

8 Contributions

This team has a one member and all the tasks have been carried out by the single author. The basic
code of the PointNet architecture has been taken from HERE. This code has been written by the
Keras library [Chollet, 2015]. However, the author modified the code for the purpose of solving the
regression problem.
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Learning rate 1×10E−4 2×10E−4 5×10E−4
Average loss (L) 2.88826E−3 3.38516E−3 2.17772E−3
Maximum loss (L) 6.42315E−2 8.07633E−2 6.88919E−2
Minimum loss (L) 1.66632E−4 5.42080E−4 2.06523E−4

Table 3: Effect of learning rate on the accuracy of prediction of test set; for all the learning rate, the
fixed batch size of 256 is chosen. For each learning rate, iterations are continued until a convergence
for the validation set is observed.

Figure 3: Each row shows a set of input as a point cloud (left), ground truth of the velocity magnitude
(center) and the predicted velocity magnitude (right) for a cross section

L2 norm
Average 4.66658E−3
Maximum 2.62472E−1
Minimum 1.43709E−2

Table 4: Error analysis of prediction of the velocity magnitude (U ) for 256 unseen data (test set)
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9 Appendix

Some relevant figures are listed in this section specifically for those who are less familiar with the
area of computatinoal fluid dynamics.

Mesh Velocity (U)

Figure 4: Finite volume mesh and the corresponding velocity magnitude field for a rectangular cross
section
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