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Abstract

Since coffee is widely consumed, we aim to build a coffee plant disease recognition algorithm, which classifies coffee leaf images into one of six health conditions: Healthy, four levels of Rust, and Red Spider Mite infestation. We first tested a variety of neural networks. Our fully connected neural network (FCNN) and an AlexNet-inspired convolution neural network (CNN) achieves only 40.3% and 59.4% accuracy respectively, but our ResNet18 model with transfer learning achieved accuracy of 75.3% on the test set. We then attempted a two-task approach by 1) separating the leaves based on the three types of health conditions and 2) separating Rust leaves based on severity using a regression-based classification. With regularization, dropout, and weighed sampling, we achieved 86.4% and 82.6% accuracy for the three-class and regression-based classification tasks respectively. However, the macro averaged F1 scores are still low due to insufficient data and class imbalance.

1 Introduction

Coffee is the second most widely consumed beverage in the world after water, and it contributes significantly to the world economy. Rust (caused by the fungus Hemileia vastatrix) and pest infestation by Red Spider Mites are two common coffee plant problems. Both, visibly recognizable in the plant leaves, can cause early defoliation, which negatively impacts coffee quality and yield\cite{2}. Early disease recognition and detection are therefore important for quality control in coffee production. In this project, we aim to train deep learning algorithms which can be used for automated recognition of diseased coffee plants based on pictures of coffee plant leaves. Specifically, given a set of images of coffee leaves, this project will output the correct labels for the conditions of the coffee leaves using 1) FCNN, 2) various CNNs with and without transfer learning, and 3) CNNs with a custom-built regression component. We will also iterate on the various deep learning algorithms using different hyperparameters in order find the model that best perform this multinomial classification task of identifying the various conditions of coffee plant leaves.

2 Related work

Researchers have used deep CNNs for a variety of object detection tasks, such as for pedestrian detection\cite{8}. In the similar space, other tasks include guarana plant classification\cite{13}, coffee leaf disease recognition\cite{13}, tomato plant diseases and pest recognition\cite{2}, and coffee grading and disease identification\cite{14}. AlexNet\cite{4,5} with its convolutional layers beat state-of-the-art machine learning model when it was first developed. To attempt to achieve better performance, researcher began implementing deeper networks, which grew in depth and complexity\cite{3}. The introduction of residual networks was therefore revolutionary since it provided a way to reduce complexity of very deep neural network by allowing it to learn identity mapping from earlier to deeper layers\cite{3}. With the prevalence of the use of mobile device, MobileNet and MobileNetV2\cite{12} were CNNs developed with efficiency and performance both in mind.

3 Dataset and Features

3.1 Composition
For this project, we will be using the robusta coffee leaf images dataset (RoCoLe[9]), which contains 1560 images of coffee leaves total, with 791 healthy leaves and 769 unhealthy leaves. The images were taken by a 5MP, f/2.2 autofocus smartphone camera, and has varying resolution but no smaller than 720x1280. Examples of the images can be seen in Figure 1 in Appendix Section 8.1. We use the following representations: RL = Rust Level, RSM = Red Spider Mite.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Healthy</th>
<th>RL 1</th>
<th>RL 2</th>
<th>RL 3</th>
<th>RL 4</th>
<th>RSM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classification Number</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Number of Pictures</td>
<td>791</td>
<td>344</td>
<td>166</td>
<td>62</td>
<td>30</td>
<td>167</td>
</tr>
</tbody>
</table>

Table 1: Dataset Composition

3.2 Dataset Preprocessing and Splitting

Since the dataset contains images of varying dimensions, we first resized all the images to be 720x720 (See Figure 1). We then further transform the images by performing center cropping (448x448), add a constant padding of 10, and finally resizing the images to be either 224x224 (x3 channels) for all the CNNs and 64x64 (x3 channels) for the FCNN. The dataset is split into the following way: 10% test, 18% validation, and 72% training. Since the dataset contains imbalanced classes, care was taken to ensure that each split contain the right proportion of each of the six classes.

4 Methods

4.1 Two Separate Designs for this Multiclass Classification Task

4.1.1 One-Through Design

The first design involves feeding the full training set containing all six classes into the following neural networks. The details of each of the architectures can be found in the Appendix. Each of the following models were ran for 30 epochs, with learning rate of 1e-4, and batch size of 32.

4.1.1.1 (Fully Connected Neural Network (FCNN))

The fully connected neural network, adopted from the CS230 PyTorch Vision example[7], aimed to set a baseline for this classification task. This dense neural networks consists of three hidden layers, with 3000, 1000, and 200 hidden units respectively. Each of the layers uses a ReLu activation function except for the last, which uses a Softmax activation function.

4.1.1.2 AlexNet

AlexNet[4,5], which is based on LeNet[6], has shown promising results in variety of image classification problems, including pedestrian detection[8], guarana plant classification[9], and coffee leaf disease recognition[13]. AlexNet consists of five convolutional layers followed by 3 fully connected layer, and with ReLu used as the activation function for each layer. The five convolutional layers uses 11x11, 5x5, 3x3, 3x3, 3x3 filters respectively. Max-pooling of 3x3 filters are applied to the first, second, and fifth convolutional layers. Dropout rate of 0.5 is applied to the first two fully connected layers.

4.1.1.3 AlexNet-Inspired CNN

Inspired by the original AlexNet as well as the modified adoption[2] of the AlexNet used by Sorte et al. in their coffee leaf disease recognition task, we implemented a variation. The customized CNN consists of 4 convolutional layers followed by 2 fully connected layers, and with ReLu used as the activation function for each layer except for the last, which uses SoftMax. The 4 convolutional layers uses 11x11, 5x5, 3x3, 3x3 filters respectively, and max-pooling of 2x2 filters and batch normalization are applied to each of the convolutional layers. Dropout rate of 0.2 is applied to the second fully connected layers.

4.1.1.4 ResNet18[3]

The AlexNet-Inspired CNN and AlexNet have only 6 and 8 layers total. Deeper neural networks have shown to perform well on classification tasks[6], but they risk running into the problem of exploding or vanishing gradient. This makes residual network[3] particularly helpful because it allows for skipped connections between layers. Specifically, the activation of one layer is fed into another layer deeper in the network. Suppose the following residual block where $a^{[t]}$ has a shortcut to $a^{[t+2]}$ and $g$ is an activation function:

$$a^{[t+2]} = g(z^{[t+2]} + a^{[t]}) = g(W^{[t+2]}a^{[t+1]} + b^{[t+2]} + a^{[t]})$$

If $W^{[t+2]} = b^{[t+2]} = 0$, then $a^{[t+2]} = a^{[t+2]}$. In other words, this residual block allows the model to learn an identity mapping from the earlier activation $a^{[t]}$ to a deeper activation $a^{[t+2]}$. 
4.1.1.5 MobileNetV2

As farmers might be interested in a model that requires low computational power that can run on mobile devices, we decided to test out MobileNetV2. MobileNetV2 consists of two types blocks: 1) a residual block with a stride of 1 and 2) a block with stride of 2 for downsizing. Each block consists of 3 layers: 1x1 filter with ReLU6, 3x3 depthwise filter with ReLU6, and 1x1 convolution without an activation function. These blocks are repeated a different number of times to construct the full network of MobileNetV2. Detailed architecture can be found in the Appendix.

4.1.1.6 Transfer Learning for AlexNet, ResNet18, MobileNetV2

PyTorchVision[^10]'s AlexNet, ResNet18, and MobileNetV2 all have output feature size of 1000. For transfer learning, we apply the following fully connected layers:

<table>
<thead>
<tr>
<th>Layers</th>
<th>Size</th>
<th>Params</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>1000</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Layer 1</td>
<td>128</td>
<td>+1000x128 + 128</td>
<td>ReLu</td>
</tr>
<tr>
<td>Output</td>
<td>6</td>
<td>128x6 + 6</td>
<td>Softmax</td>
</tr>
</tbody>
</table>

Table 2: Transfer Learning Architecture

4.2 Two-Task Design: With Adoption of Regression-Based Classification

We decided to also separate this multiclass classification task into a two-step classification problem due to the similarities between the diseased leaves. In this two-step approach, we will first classify all the leaves to be Healthy, RL, or RSM. This will use the same models and transfer learning as above, except as a 3-class classification problem, with output layer having 3 units instead.

In the second task, we use only the healthy and rust-inflicted leaf images and aim to classify each into the correct rust level (0 for Healthy and 1-4 for each of the rust level classifications). We adopted ResNet18 and MobileNetV2 by adding 2 new layers that use ReLu as the activation function and which have 128 and 36 hidden units respectively. Since it maps to a single real-valued output, the real-valued numbers are rounded to the closest integer to represent the prediction of the class (0-5).

4.3 Loss Functions

For each of the model from Design 1 and 2(i), we used the negative log likelihood (NLL Loss) function

\[- \frac{1}{n} \sum_{i=1}^{n} \sum_{j=0}^{k-1} 1\{y^{(i)} = j\} \log(p_j^{(i)}),\]

where \(k = 6\) for the six-class classification task and \(k = 3\) for three-class classification task, \(n\) is the number of training examples, and \(y^{(i)}, p_i^{(i)} \in \{0, ..., k - 1\}\). The SoftMax activation layer outputs \(p^{(i)}\), a vector of probability for each of the classes, and this loss function thus attempts to increase the probability for the correct class.

For Design 2(ii) with the regression-based classification task, we use the mean square error (MSE) loss

\[- \frac{1}{n} \sum_{i=1}^{n} (y^{(i)} - W^T x^{(i)})^2\]

This attempts to make each prediction \(W^T x^{(i)}\) as close to each true label \(y^{(i)}\) as possible.

5 Experiments, Results, and Discussion

5.1 Testing the Problem Design Frameworks

As a baseline, each of the above neural networks were trained on the full train set (with all six classes) with a learning rate of 1e-4, batch size of 32, and 30 epochs. For metrics, we have calculated the loss and overall accuracy (measured by the percentage of correctly labeled images). Precision \(\frac{TP}{TP + FP}\), recall \(\frac{TP}{TP + FN}\), and F1 \(\frac{2 \cdot Precision \cdot Recall}{Precision + Recall}\) scores are calculated for each of the classes using scikit-learn[^11] and averaged to get the macro averages.

Table 2 shows that the FCNN did not do well on either the training or validation set. We had to reduce the resolution to 64x64x3 to make the input feature size manageable, but low resolution of images makes it harder to detect small diseased spots on the coffee leaves, and without enough hidden layers and units, the algorithm cannot learn the classification task well. The AlexNet-Inspired CNN, AlexNet, and ResNet18 all fit the training set decently with high accuracy and macro
F1 scores. MobileNetV2 has higher loss and lower accuracy and F1 scores comparably, indicating it might require longer training. None of the models generalizes to the validation, suggesting that they've overfitted to the training set.

For ResNet18, the F1 scores for classes 0-5 are 95.1%, 73.6%, 56.7%, 21.1%, 75.0%, and 62.1%. Possible reasons include class imbalance and having insufficient images for classes 2-5. Also, these diseased leaves are hard to classify manually (especially between the rust levels). We thus transformed this task into a two-task problem: regression-based classification might be better suited for classifying the degree of rust. Here, we used only the transfer learning models.

From Figure 1 (a), we see that ResNet18 and MobileNetV2 generalize to the validation set much better in the 3-class classification task than the best performing model ResNet18 for the 6-class classification task. We can thus verify our previous thought that inability classifying between rust levels contribute to high errors. Figure 1 (b) further confirms that separating rust levels is hard, as seen with the low validation scores for accuracy and macro average precision, recall, and F1. Finally, neither ResNet18 nor MobileNetV2 generalize well in the regression-based task. This might be due to the fact that we simply did not have enough training data for these classes. (Rust Level 2, 3, and 4 only have 121, 45, 22 images in the training set whereas there are 570 images for the Healthy class.)

### 5.2 Tuning the Best Model

We tried tuning the models with different hyperparameters and mitigations. First, for the insufficient data problem, we’ve consider random cropping of the center crop to produce more data variation of the same image, but we decided against it. The diseased spots are sometimes small and can exist anywhere on the leaf. This means that random cropping of diseased leaves will likely produce many healthy looking samples, which can increase false negatives.

For the class imbalance problem, we tried sampling the training set inversely proportional to the percentage of the each class, such that the each batch contains roughly the same number of samples from each class. By using PyTorch’s BatchSampler and WeightedRandomSampler, we are able to oversample the underrepresented class\(^1\).

According to Figure 2a, we mostly misclassify an image with a neighboring label, again showing that separating between classes is difficult. Figure 2b shows that F1 scores are typically higher for classes with more data. Since validation and
training sets have the same proportion of images for each class, our overfitting problem can be attributed from having insufficient training data. Thus, we doubt that tuning hyperparameters will fix the overfitting problem alone. Nonetheless, for the 3-class and regression-based tasks, we still tried L2 regularization (regularization constants 1e-2 and 1e-3 respectively) and dropout (rate of 0.2) for the last one or two fully connected layers for our transfer learning models. By making the model less complex, regularization has to potential to reduce overfitting to the training set. By randomly dropping the weights of different neurons, dropout essentially averages between different neural networks, thus producing regularization effect.

From running 5 experiments, weighed sampling, weight decay (1e-3), and dropout (0.2) all degrade the performance of the ResNet18 and MobileNetV2 models. Weighed sampling essentially trains less using the Healthy class and training more on the minority classes. But since there are very few images in the minority class, this makes the model overfit more to those minority examples in the training set, but with so few examples, it is difficult to generalize well. Regularization showed no significant effect, and dropout might have resulted in a undertrained model since the performance on the training set decreased significantly while not generalizing well to the validation set.

We ran 14 experiments on ResNet18 and MobileNetV2 for the 3-class regression task. Weighed sampling degraded validation metrics for MobileNetV2, and it traded for higher recall and F1 scores with lower precision and accuracy for ResNet18. Dropout of 0.2 improved all validation metrics for ResNet18 while decreasing them all for MobileNetV2. Regularization seems to show slightly positive results for both models: MobileNetV2 (1e-2) and ResNet18 (1e-3).

### 5.3 Best Models and Discussion

Finally, for the three separate tasks, the models in Figure 3 performed the best on the validation set. While the accuracies are comparable between the validation and test set, the macro averaged F1 scores are much worse for the test set. Upon closer examination, the individual F1 scores are extremely low for minority classes: classes 3 and 4 have F1 scores of 0% for the regression-based classification task and 16.7% and 0% for the 6-class classification task, and the other non-Healthy classes have approximately F1 scores of 60-75%. The confusion matrix and breakout of the classes in each task looks similar to the charts in Figure 2. (More detailed discussion exists in the Appendix Section 8.6.) Overall, this reinforces our previous hypothesis that the key problem lies in not having sufficient data for the minority classes, and thus hyperparameter tuning alone without getting more data will likely not make the models more generalizable.

### 6 Conclusion/Future Work

In the one-through approach, the FCNN did not perform well: it lacks complexity (hidden layers and units), and we were restricted to use a small dimension (64x64) to keep the input size (and number of parameters) manageable. With a small training set, the custom-made CNN could not learn the diseased pattern well enough for the classification task. The ResNet18 transfer learning model did the best since 1) the pretraining provided prior weights/knowledge helpful for our classification.
task 2) the 18-layer depth allowed for decent amount of complexity and learning of features. In the two-task approach, the 3-class classification task is a simplification of the original 6-class task, and since this reduces the insufficient data problem for minority rust level classes, we see increased accuracy (75.3% to 86.4%) and macro averaged F1 scores (48.1% to 75.5%) using best performing models on the test set. While regression-adopted ResNet18 model has higher accuracy on the regression-based task than the 6-class task, but it has slightly lower F1 score.

While we experienced problems of overfitting and class imbalance, the largest problem is the lack of training data. This results in decent accuracy but low F1 scores (especially for minority classes) in validation and test sets. While we tried training with weighed sampling, regularization, and dropout, we did not expect them to yield significant improvements.

Had we have the resources, we would collect more images from minority classes. Trying more hyperparameters or new NN architecture without more data will likely result in futile efforts. With more computation power, it would also be a good idea to use a larger resolution than 224x224. Additionally, since the diseased spots often take up very small portion of the leaf, performing segmentation first might be useful for the classification task. Finally, after collecting more data for the minority class, we would be interested in integrating the two tasks into one continuous one, such that each of the two tasks run on the set of the images and the outputs from them are combined to generate a single classification label.

7 Contributions

The CS230 PyTorch Vision example provided the starter code for this project, although significant changes were made for 1) separate data processing procedures for each of the three classification tasks, 2) modification of the the fully connected neural network, 3) customized implementation of AlexNet, 4) transfer learning with AlexNet, ResNet18, and MobileNetV2, 5) evaluation metrics, 6) implementation of weighed sampling, and 7) hyperparameter tuning.

8 Appendix

8.1 Picture Examples of the Six Coffee Leaf Conditions

![Image of coffee leaf conditions]

(a) Healthy (b) RL 1 (c) RL 2
(d) RL 3 (e) RL 4 (f) RSM

Figure 4: Sample image from RoCoLe

8.2 Activation Functions

\[
\text{ReLU}(z) = \max(0, z)
\]

\[
\text{ReLU6}(z) = \min(\max(0, z), 6)
\]

\[
\text{SoftMax}: g(z)_i = \frac{e^{z_i}}{\sum_{j=1}^{k} e^{z_j}}, \quad \text{and in our context} = \frac{e^{W_i^T x(i)}}{\sum_{j=1}^{k} e^{W_j^T x(i)}}
\]

8.3 Neural Network Architecture Details

The follow section contains NN Architectures of models used in this project.
8.4 Results: Confusion Matrix and Classification Report

Since we have run 5 baseline models for the 6-class classification task, 5 baseline models and 14 experiments for the 3-class classification task, and 3 baseline model and 5 experiments for the regression-based classification task, it will be unrealistic to include all the confusion matrices and classification reports here. However, since many of them share similar patterns, we will include a few additional examples here.

According to Figure 7.1.a, most of the incorrect labels are either along the green diagonal, in the last row, or in the last column. Incorrect labels near the green diagonal makes sense since it might be difficult to separate out the different rust level given their similarities. Mislabeling in the last row and column indicates that we are misidentifying another class as RSM, and we are misidentifying RSM as another class. This pattern seems to follow that RSM is a minority class with only 30 examples in the validation set (meaning the training set also has a low proportion of RSM examples). Additionally, we again see inaccurate labeling seems to correlate inversely proportional to the number of (training) examples, in Figure 7.1.b and 7.2.b. All of this suggests that we are insufficient amount of training data, and leads to low F1 scores despite accuracy being approximately 80%.

Figure 6

(a) AlexNet-Inspired CNN Architecture  (b) AlexNet Architecture Adopted for 224x224 Inputs

(c) Fully Connected Neural Network  (d) Bottleneck Residual Block for MobileNetV2[12]

Figure 7

(a) 1. Six-Class Classification Task ResNet18 Baseline  (b) 2. Three-Class Classification ResNet18 Baseline
8.5 Baseline and Experiment Metrics: Loss, Accuracy, and Macro Averages Precision, Recall, and F1

<table>
<thead>
<tr>
<th>NN</th>
<th>Weighted Sampling</th>
<th>Dropout</th>
<th>Loss</th>
<th>Accur</th>
<th>Prec</th>
<th>Recall</th>
<th>F1</th>
<th>Loss</th>
<th>Accur</th>
<th>Prec</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>resnet</td>
<td>Baseline</td>
<td>0.07a-02</td>
<td>97.9</td>
<td>95.9</td>
<td>77.7</td>
<td>84.5</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
</tr>
<tr>
<td>resnet</td>
<td>0.07a-02</td>
<td>95.2</td>
<td>90.4</td>
<td>77.5</td>
<td>84.5</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
<td></td>
</tr>
<tr>
<td>resnet</td>
<td>Baseline</td>
<td>0.02a-02</td>
<td>95.7</td>
<td>93.7</td>
<td>77.5</td>
<td>84.2</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
</tr>
<tr>
<td>resnet</td>
<td>0.02a-02</td>
<td>95.7</td>
<td>93.7</td>
<td>77.5</td>
<td>84.2</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
<td></td>
</tr>
<tr>
<td>resnet</td>
<td>1.00E-03</td>
<td>0.52a</td>
<td>93.6</td>
<td>91.6</td>
<td>75.5</td>
<td>84.2</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
</tr>
<tr>
<td>resnet</td>
<td>1.00E-03</td>
<td>0.52a</td>
<td>93.6</td>
<td>91.6</td>
<td>75.5</td>
<td>84.2</td>
<td>91.7</td>
<td>0.74a</td>
<td>78.2</td>
<td>65.3</td>
<td>56.3</td>
<td>57.7</td>
</tr>
</tbody>
</table>

(a) Regression-Based Classification Task Experiments

8.6 Deciding the Initial Hyperparameters

The implementation was modeled after the CS230 PyTorch Vision example[7]. Since the initial training error was high, we used a higher epoch number of 30 (instead of 10) to allow for longer training, and learning rate was decreased to 1e-4. Since we have high bias, we did not use data augmentation because we wanted to fit the training set well first. The batch size of 32 was kept the same as the PyTorch example.

9 Code Access

The full code repository can be viewed here: https://github.com/shellydeng/cs230-project-coffee-leaf-disease.
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