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1 Introduction

In this report, we consider the problem of black-box optimization of complex physical systems. We are
interested in the scenario where we have a known specification of the system X with a corresponding
associated value y. Given the data the task is to generate a new X which yields a desirable value for
1y, defined according to some prior design specification. There has been much recent progress in the
inverse materials design space and notable successes include the development of better nanophotonic
devices [9] and metasurfaces [12] as well as more promising new pharmaceutical drugs [14]]. In this
paper, we take a surrogate optimization approach to find optimal input configurations. Specifically,
we aim to train deep neural networks to directly learn the X, y mapping. The advantages of such an
approach is that the resulting neural network is very cheap to evaluate and, in general, the mapping
is differentiable. If this neural network can be successfully trained to closely approximate the
underlying function, then it should be possible to optimize this new function directly via gradient-
based optimization schemes.

We analyze a two-dimensional physical system which consists of a number of atoms which can
interact in an attractive or repulsive manner depending on the atomic pairwise distances (Lennard-
Jones Potential). Here, we aim to find the configuration of atoms which minimizes the total potential
energy. We choose this problem because the functional mapping is known analytically and is fast to
evaluate. Our hope is that the analysis presented here can be of use to other materials systems where
the function form is unknown and the true forward model is difficult to evaluate.

2 Related work

This work shares many similarities to the well established field of machine learning potential force
fields. In this field, there have been a number of successful attempts to learn the potential energy
of complex systems [4} 8 [11} [13]; in general, these systems are much more complicated than the
Lennard-Jones model treated in this report. The difference between our work and these projects is the
information provided to these models during training. For machine learning force fields, the energy
for every atom in a configuration is provided to the algorithm. For instance, an atomic cluster with
Nparticles = 32 will have 32 potential energies as the corresponding label. Here, we focus on the
situation where only the total energy is known; this is likely a harder problem since the machine
learning models have less information to learn from. In our work, we also focus on developing a
graph convolutional neural network to predict energies. Our graph implementation is similar to the
implementation in [2]] which predicts the mobility of particles in a supercooled liquid simulation
and the implementation; the primary difference in our work is that we predict energies rather than
mobilities.

3 Dataset Description

We simulate a dataset of Lennard-Jones Potential which contains the positions of N atoms in 2-
dimensions. Specifically, each training example X, is represented by a 2 x N matrix corresponding
to (x,y) coordinates for each atom. The regression target is the total potential energy (V) of the system
(Equation E]); in this equation, r;; is the distance between particle ¢ and particle j and o and € are
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physical constants that are set to 1 for our analysis. An example, a scatter plot visualization of a
training data example is provided in Figure|[T](a).

Tij

@) 0

0 e

(a) Example training data; here N =32 and V' = (b) 2D discretization of atomic
20.01. positions.

Figure 1: Visualization of a single training example for the Lennard-Jones optimization problem.

We simulate train, validation and test set of sizes 50,000, 10,000 and 10,000 respectively (Full Energy
Dataset). Where required, we also augmented this dataset by adding 19 permutations of each example
to the training set (Section[d.1.T)). We also created a second set of training, validation and test sets
corresponding to only structures for which V' < 0 (Low Energy Dataset).

4 Methods and Model Overview
4.1 Analysis of Different Forward Models on the Full Energy Dataset

In this section we elucidate the different architectures and features considered for training a surrogate
neural network model to approximate the Lennard-Jones potential. We develop our models in Keras
[S] and Tensorflow [1]; we use StellarGraph for the GCN implementation [7]]. Here it is worth noting
that the energy prediction range for this problem is very large (-7 to 105°). For this reason, we instead
opted to transform V' to log(V + 32). Here, the +32 factor ensures that only positive numbers are in
the logarithm argument. For all analyses in this section, we used a mean-squared error (MSE) loss
function between the prediction and log(V" + 32) for training; our evaluation metric was chosen to be
the mean-absolute percentage error (MAPE).

4.1.1 Multilayer Perceptron with Permutations

Our first model was a Multilayer Perceptron Regressor (MLP) that is trained directly on the (z,y)
coordinates of the simulated data in the Full Energy Dataset (Section [3). Here we note that shuffling
the NV (x,y) coordinates in the input data gives the same atomic configuration. Thus, we augment our
training set by adding 19 extra permutations of each training data example. We tried a number of
different fully-connected architectures, varying from 1000-1000000 parameters. In this work, we
report the results using a fully-connected architecture with [512, 256, 128, 64, 32, 32, 32, 16, 1]
nodes for each hidden layer, ReLL.U activation functions. This model was trained with a batch size of
512, learning rate of 0.001 for 500 epochs.

4.1.2 Discretization and 2D CNN

Due to the fact that the MLP is not permutation invariant, we next attempted to converting the
coordinate matrix information into a 2D image via discretization. We discretized coordinate space
into 32 x 32 small boxes and labelled each box as 1 if it contains a particle. The fineness of
discretization was chosen as the smallest box size such that there is no more than 1 particle in each
box. Then for each training example, the input data was transformed into a 32 x 32 binary matrix,



which preserves the permutation invariant property (Figure[T]b). We used a number of different
Convolutional Neural Network Regression (CNN) models on this image date. In this work, we report
the results using the CNN in Figure[2]on the Full Energy Dataset (Section [3). This model was trained

for 200 epochs, with batch size of 64 and a learning rate of 0.0001.
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Figure 2: CNN Model Architecture. This illustration was created using Net2Vis [3].

4.1.3 Graph Convolutional Neural Network

32

Conceptually, graph neural networks is the best candidate for our problem. This is because the
functional form of the LJ potential depends only on pairwise-interactions and is dominated by local
environments (only nearby particles interact with each other). Furthermore, graph neural networks
should be invariant to permutations, translations and rotations of the input data [2]].

We converted each training example into an undirected graph where the nodes represent particles
and the edges are weighted to represent the distance between particles; two nodes are connected if
they are sufficiently close in distance. We chose the distance threshold based on the success of [2] in
learning structural information. In addition, we weight the edges using the actual distances.

We created two node features to feed into the encoder:
1. radial density: for each node, we calculate the number of surrounding particles within a certain
radius using a range of radius from (0.1,32) with a step of 0.5. This metric is a simplified version of
kernels proposed in other papers which aim to learn complex atomic environments [[13].
2. sorted pairwise distance: we pass in the sorted distance of the current particle to every other
particle in the system. This feature tells us how far away each node is from everything else.

We then trained a neural network that predicts system energy based on a graph using an architecture
similar to the Deep Graph Convolutional Neural Network (DGCN) [16]. The convolutional layers
output an embedding for each node which are then passed through a series of fully connected layers
to create the final prediction (Figure[3).
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Figure 3: GCN Model Architecture
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For this analysis, we used a GCN with nz,qyers GCN layers each with ny,4es nodes. This is followed
by a series of fully connected layers with [128, 64, 32, 20, 1] hidden nodes. All the activation

functions were ReLLU except for the last linear layer.
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4.2 Hyperparameter optimization for GCN models on Low Energy Dataset

We optimized GCN models on the Low Energy Dataset (Section [3) in order to perform well on low
energy structures (V' < 0). Hyperparameter optimization was performed for the GCN models with
respect to the learning rate (a)), number of nodes in the GCN layers (1 no4es) and number of GCN
layers (nr,qyers). For this dataset, we chose mean absolute error (MAE) for the evaluation metric
since the MAPE is very unstable for inputs near 0. Furthermore, since the dataset was restricted
to V' < 0, we trained our models directly on V instead of log(V + 32). For simplicity, we kept
the number of nodes in each GCN layer constant for each model. We performed an exhaustive
search of the following hyperparameters: o € [0.001, 0.0001, 0.00001, 0.000001], nrqyers € [1,
2, 3] and nnodes € [32, 128]. Models were trained for 100 epochs with a batch size of 256 and an
early-stopping patience of 10.

5 Results and Discussion

5.1 Comparison between MLP, CNN and GCN models

We report the training and test performance for an MLP with permutation, 2D CNN on discretized data
and the GCN (Table[I). Please refer to Section .1]for a description of the respective architectures.

Model MAPE (training) MAPE (validation)
MLP (with permutations) 4.8 78

2D CNN (with discretization) 29 81

GCN 6.3 6.6

Table 1: MAPE of different models on training and validation set

We achieve very poor performance for the permuted MLP and CNN models (Figure d)). The reason
for this poor performance is likely because the MLP and CNN are not invariant to rotations of the
data features; furthermore, the permuted MLP, is additionally not invariant to translation operations.
In addition, it is likely that the sparsity of the CNN representation (i.e. a binary matrix) makes it very
difficult to learn meaningful representations. This phenomena has been observed previously in other
works [10} 16]. In order to improve our performance using this method, one possible future approach
may involve training sparse CNN models in which convolutions are only performed on non-sparse
areas of the input [6].

On the other hand, we achieve good results for the GCN implementation (Figure[d). On the validation
set, the GCN model achieved good overall performance on systems with total energies ranging from
—32 to 10%°, We ascribe this improved performance to the fact that GCNs automatically enforce
translation, rotational and permutation invariance. From this section it is clear that the architecture
choice and featurization is critical to achieve good performance.
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Figure 4: GCN Training Performance



5.2 Error Analysis for GCN trained on Full Energy Dataset

Ultimately, the goal of this work is to find atomic configurations with low energy. We analyzed the
performance of our model in Section[5.1|for these low energy structures (Figure[3)); here, we convert
the potential energies from a log scale back to a linear scale. From this transformation, it is clear
that our model performs very badly in this regime. This is relatively unsurprising as the model was
trained to be sensitive to logarithmic and not linear changes in energy. For this reason, we decided to
additionally train and optimize models to perform well on low energy structures using the Low
Energy Dataset.
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Figure 5: GCN prediction for low energy data.

5.3 Hyperparameter Optimization for GCN trained on Low Energy Dataset

We performed hyperparameter optimization over the learning rate, number of GCN layers and hidden
nodes (Section[4.2) in order to find a good model to predict the energy of low energy structures. The
top five models for our analysis are shown in Table[2] Here we report the validation MAEs for all
models and the corresponding test MAE for the best model.

Model Learning Rate  Nyodes MNrayers MAE (validation) MAE (test)

1 0.001 128 2 0.248 0.244
2 0.001 128 3 0.255 -
3 0.001 32 3 0.305 -
4 0.001 32 1 0.333 -
5 0.0001 128 3 0.343 -

Table 2: Performance of top five GCN models on validation and test set.

In general, our intuition for varying the number of GCN layers was to change the message passing
depth of the graph and thus, in this case, to allow for more non-local effects. However, we do not
definitively observe better performance for a larger number of layers. We believe that this is because
the Lennard-Jones potential is primarily local in nature (energies of interaction are dominated by
nearest neighbours) and therefore additional non-local knowledge is relatively inconsequential. In
addition, it is worth mentioning that the top five models all perform well and are separated by less
than 0.1 MAE. This indicates that GCN model optimization, for this problem, is not as important as
selecting an appropriate architecture which correctly reflects the underlying physics (Section [5.1)).

6 Conclusion and Future Work

In this work, we trained models to approximate the Lennard-Jones potential. We found that for this
problem, the choice of neural network architecture is critical to achieving good performance and
that GCNs are useful models for this purpose. We also found that it is difficult to maintain good
predictions on both very high and very low energy structures simultaneously. In future work we would
like to investigate the effect of using a custom loss function to prioritize prediction on low energy
structures. In addition, the main area for further development is to apply black-box optimization
techniques to our GCN models in order to find low energy structures.
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