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Abstract

Traffic Light Recognition is a critical task in autonomous and assisted driving,
but the literature on adversarial attacks against these models is woefully lacking.
We adopt a two-stage traffic light recognition model with two CNNs working to
localize and classify traffic lights. We first evaluate adversarial attacks against the
classification model. We then attempt to fool the localization model by perturbing a
small region of the original input region. Our adversarial attacks were unsuccesful
in attacking either model, a major contrast to the one other paper on adversarial
attacks against traffic light recognition models. We suggest possible reasons for
our contrasting results, and we offer suggestions for additional work to be to assess
the robustness of traffic light recognition models.

1 Problem Description

Detection of the color of traffic lights is a very important task in autonomous driving, as well as in
assisted driving tools. Convolutional neural networks (CNNs) have been shown to be very effective
in many image classification tasks, including traffic light color detection [1]. However, CNNs
are very susceptible to adversarial attacks (i.e. small perturbations to the input images that can
be imperceptible to the human eye that can cause a neural network to misclassify the image) [2].
The consequences of an adversarial attack that causes a light detection algorithm in an autonomous
vehicle to misclassify a red light as a green light could potentially be devastating for passengers and
pedestrians [1]. Given the importance of traffic light color detection, we wanted to further investigate
which aspects of traffic light detection models are susceptible to attack.
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