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Abstract 10 

The prediction of stock prices has been attempted many times without 11 
much success. However, the prediction of long term stock prices is difficult 12 
to access because it requires a lot of information for analysis, and the 13 
surrounding environment dramatically influences it. Therefore, short term 14 
stock prediction, which is less susceptible to the surrounding environment, 15 
is the subject of research. The PJT challenged the stock price forecast 16 
through the Generative Adversarial Network (GAN) model. Stock price 17 
prediction is approached by people who have learned financial engineering 18 
based on various methods. It is difficult for the general public to analyze 19 
and predict the stock trend. So I tried to apply the trader's propensity 20 
through GAN and apply it to short term stock predictions. 21 

 22 

 23 

1 Introduct ion  24 

 25 

In the case of Long Short-Term Memory(LSTM), this model generally used for time series 26 

prediction. It is possible to predict when there is a given condition, but it may be difficult to 27 

predict when a new input provided. To overcome these problems, I use the Generative 28 

Adversarial Network (GAN) based on the prediction model. In this research, I apply for the  29 

LSTM as a generator and a Convolutional neural network (CNN) as a discriminator [3].  30 

The input data is the price and trading volume, plus the data based calculated technical 31 
indicators and ignores the surrounding environment for the stock market. Various types of 32 

hyper parameter splits draw optimal conclusions. 33 

 34 

 35 

2 Related  work 36 

The previous research direction on stock price prediction was 'Stock Market Prediction on 37 
High-Frequency Data Using Generative Adversarial Nets', which is proposed by ‘Xingyu 38 
Zhou'. [3] This approach was to predict stock price after 1 minute by implementing 39 
Generative Adversarial Network. That was introduced by ‘Goodfellow et al.'[2]. However, 40 
the purpose of this research is to predict the result of stock market prices 7 minutes later, 41 
rather than 1 minute. The evaluation metric compared to apply the weight of each time step 42 
rather than Root Mean Squared Relative Error (RMSRE) [3]. 43 
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3 Dataset  46 

Data were analyzed based on the same technical indicators of stocks as in the previous 47 
study.[3] I won't go into specific mention of that metric, but when you make indicators,  48 
zero denominators can happen, so you must take care of these problems. Total count for data 49 
is 16560, and randomly shuffled and divided train, validation, and test set as 14500,1035, 50 
1025. 51 

The technical indicators used in the data set are as follows.  52 

Indicators 

Opening price 

Maximum price 

Minimum price 

Trading volume 

Bollinger bands 

Directional movement index 

Exponential moving averages 

Stochastic index 

Moving averages 

MACD 

 53 

The Korean stock market starts at 9:00 and closes at 15:30, so there are 390-time steps for 54 
1-minute intervals. In the first 10 minutes, data cannot use due to calculating the indicators. 55 
Besides, I only collect the daily data, which is only a variation of day more than 20%.  56 

 57 

 58 

 59 

4 Method  60 

The prediction Model applied GAN-FD model, and the detailed shape explained in the 61 
following figure   he       odel is used to generate the fa e result   (generated result is 62 
final price), and the CNN model determines whether the generated fake stock price is real or 63 
fake. 64 

 65 

Figure 1: GAN-FD architecture. Te generator (G) is founded on     , which applies to predicting  . Te discriminator (D  is based on 66 
 NN for the purpose of esti ating the probability whether a sequence is real     or being predicted   ). Conv. means the convolutional 67 
layer, FC is an abbreviation for fully connected layer. Te structure of G and D can be adjusted according to the specific application.[1] 68 
4 . 1 Loss  F unc t i on  69 
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The test conducted to apply the unconditional GAN loss function. When the train performed 70 
with the basic GAN loss function, the sensitivity of the hyper parameter was too big. 71 
Moreover, the train uniformity of the generator was not reasonable. Additionally, in this 72 
result, G could generate sa ples to “confuse” D, without being close to the ground truth   73 

Normal GAN Loss function 74 

 75 

 76 

Therefore, the mean absolute error added to the loss function, which was introduced by 77 
previous research [3]. The result was improved, but the accuracy of the result far away forms 78 
the ground truth. So I added one more thing to improve the prediction accuracy, which is 79 
absolute value for the last value and ground truth. 80 

 Final Loss  81 

 82 

 83 

 84 
4 . 2 Eva l uat i on me tr ic  and Ne twor k Arc hi te cture  85 

It is essential to predict all the time step of stock price predictions. Nevertheless, the most 86 
critical point is to predict a specific future stock price. Therefore, the accuracy comparison of 87 
the expected value evaluated the test consistency by giving different weights at each time 88 
point. Thus, its method applies to more weight in future forecasts rather than past values. 89 

 Evaluation Metrics :  90 

 91 

 92 

Network Architecture  93 

 94 

 95 



5 Experimenta l/Resu lt /Discussion  96 

 97 

The first test shows that the LSTM model is more accurate than the GAN models. After the 98 
hyper parameter optimization, the GAN model was enhanced and got a similar accuracy form 99 
the LSTM model. The hypothesis in this experiment was that the GAN model would improve 100 
over the LSTM, but the lack of training set, the discriminator could not learn enough for the 101 
decision. As shown in the figure below, the optimization of each hyper parameter is 102 
improved the prediction result. Therefore, we will try to train by adding more data to 103 
overcome the above problems in the future research. Moreover, time interval base split will 104 
test.  105 

 Compare the price variation for the last prediction accuracy [%]  106 

 107 

Figure 2: GAN learning rate & optimizer split test result and LSTM layer count & L2 regularization split result. Less 2% mean last ground 108 
truth result is under 2% and acc table mean ‘compare the last ground truth vs. prediction result. 109 

 110 

Figure 3: Correctness of the prediction result. Current result shows that 96% of incorrectness. However, if the training size is big enough it 111 
will be overcome the correctness. 112 
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