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Abstract

In this paper I demonstrate that the addition of BERT to handwritten text recognition does not improve accuracy in transcription. My model is trained on the well-developed IAM dataset and can accept new input from a user in the form of sentences. The model first recognizes the words in a given handwritten sentence and then feeds the predicted text to BERT with low-certainty words masked out. The result is no significant change in character or word error rate for texts decoded with BERT vs. those without.

1 Introduction

The first handwriting-recognition tablet debuted in 1987 with the Linus Write-Top, which marked the entrance of handwritten text into the digital world of the average worker. Previously images of handwriting were primarily used for archival purposes and were not practical in daily use. As tablet technology has accelerated, the inherent incompatibility between handwritten text and the digital world is a problem with growing demand for a solution. Digital notetaking, scans of whiteboards and brainstorming sessions, online collaboration—all of this could be digitized and therefore searchable, compressible, and much more. Herein lies the interest of this problem: handwritten text recognition programs exist, but they often mistake words and don’t really “think” about what the sentence as a whole most likely says.

The input to my algorithm is a grayscale image (800x64) of a sentence of handwritten text, black words on a white background. I then use an handwritten text recognizer (HTR) to predict the text of the sentence with some certainty of each word. The HTR consists of a convolutional neural network (CNN) to extract important features, followed by a two layer BLSTM (RNN) to encode the sequencing and time-step of the characters, and lastly a CTC layer that decodes the text with an associated relative uncertainty on each word. The most uncertain words are masked out and the text is fed as input to a BERT trained algorithm, which outputs the final predicted text. In short, we input a grayscale image of handwritten text to an HTR+BERT algorithm that outputs a predicted transcription.

2 Related work

There are already many successful methods for HTR. When HTR first began in the 1990s, character-based recognizers were based on Hidden Markov Models (HMMs) [22][1][14]. However, for a given
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character in a word HMMs inherently do not consider the previous or following characters. This ultimately limited the attainable accuracy and extension of such models. [7]

As the field progressed, HMMs were abandoned for a neural networks. CNNs proved effective at character and even word recognition, since the networks detect higher and higher level features and have proved useful for raw image classification. [10]. However, CNNs are not designed for sequence data. Consequently, Shi, Bai and Yao recently proposed a "CRNN" network: a convolutional, recurrent neural network [21]. This network uses a CNN to learn relevant representations directly from image data without preprocessing, then uses an RNN to produce a sequence of labels (in this case words) before finally translating the RNN output into text. This model combines the benefits of RNNs as discussed in Graves' work with the feature recognition of CNNs to tackle HTR from multiple angles. [9, 7, 10]

The RNN layers of current HTR models are specially designed for textual data. The layers employ Bi-Directional Long Short-Term Memory models (BLSTMs), which pass the input data forwards and backwards through two hidden LSTM layers connected to the same output. The LSTM layers are comprised of recurrently connected subnets, called memory blocks, which store information over time to combat vanishing gradients in the RNN. [12] The forwards and backwards pass of BLSTMs are useful for sequential data as they allow information about the past and future to be used in the network. [10, 8, 11] The BLSTM layers of HTRs are trained with Connectionist Temporal Classification (CTCs). This method, proposed by Graves et al., allows RNNs such as the BLSTM to be trained on pairs of data (images) and target labelings (text). CTC loss with an RNN removes the need for presegmented training data and post-processed outputs that is normally required by CNNs. [9, 20]

The final labeling (text) output of the model is computed by the decoding algorithm of the RNN/BLSTM output. The current state-of-the-art decoding algorithms are Vanilla Beam Search (VBM) proposed by Hwang and Sung and uses character-level beam search with a character-level language model (LM), token passing proposed by Graves which constrains its output to a dictionary of words and uses a word-level LM, and most recently a Word Beam Search (WBS), which confines VBM to a dictionary and allows non-alphanumeric characters. [13, 8, 20]

![Example decodings of the difference CTC decoding methods. Image from [19](#)]

<table>
<thead>
<tr>
<th>Method</th>
<th>Decoding</th>
<th>Correct?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best path decoding</td>
<td>&quot;A roindan nunibr: 1234.&quot;</td>
<td>X</td>
</tr>
<tr>
<td>Vanilla beam search</td>
<td>&quot;A roindan numbr: 1234.&quot;</td>
<td>X</td>
</tr>
<tr>
<td>Vanilla beam search LM</td>
<td>&quot;A randan number: 1234.&quot;</td>
<td>X</td>
</tr>
<tr>
<td>Token passing</td>
<td>&quot;A random number&quot;</td>
<td>X</td>
</tr>
<tr>
<td>Word beam search</td>
<td>&quot;A random number&quot;</td>
<td>✓</td>
</tr>
</tbody>
</table>

Shifting away from HTR, language modeling has its own rich and complex models. In general, language models are pretrained on enormous amounts of textual data before being applied to a variety of down-stream tasks. Current methods for creating the pretrained model are a feature based approach, a fine tuning method, and the new BERT model. Briefly, the fine tuned method finely tunes all of the model’s parameters to the end-goal task, as in the Generative Pre-trained Transformer (OpenAI GPT), while feature based approach uses task-specific models that incorporate pre-trained representations as additional features of the data, as in ELMo. [18, 16] The language model BERT (Bidirectional Encoder Representations from Transformers) is designed to "pre-train deep bidirectional representations from unlabeled text by jointly conditioning on both left and right context in all layers." [3] Essentially, BERT uses a masked language model which randomly masks out some tokens (ie words) of the input and attempts to correctly identify them from a given vocabulary.
3 Dataset and Features

I am using the IAM Handwriting Database, which contains handwriting samples from 657 different people. Specifically, I am using 13,353 isolated and labeled text lines, which is in the form of grayscale .png images of varying size and a text file containing the label information.

The line images are read in with OpenCV-Python, a computer vision library. A random distortion is applied to augment the data set, the contrast is enhanced, and then the image is resized to 64 x 800. Additionally, there are known corrupted images in the IAM set and such images are replaced with a completely black background.

The data set is split into 90% training, 5% validation, and 5% test, and of the training set only 9500 random examples of each batch are chosen per epoch. The mini-batch size is 50. In the BLSTM, 100 time steps are used.

Sample image from the IAM database, reading "Will you pour your own, please, and."

4 Methods

For the HTR section of my project, my algorithm is a CNN followed by a BLSTM RNN and CTC loss with WBS.

The CNN works by alternating convolution layers with pooling layers to extract the important features of the text. Convolution layers essentially filter the input (in this case images) to produce a new version of the input with the filter applied. The filter can be thought of as something that highlights the salient components of the input. The pooling layers discretize the input and reduce its dimensionality, which allows for assumptions to be made about features contained in the discretized portions of the input. Because I am using the CRNN method, I do not use the traditional fully connected layer in my CNN.

The BLSTM RNN works by feeding the output of the CNN both forwards and backwards through the network to extract the sequence dependency of the text. The memory blocks of the BLSTM is able to store more information for longer than a standard RNN, which makes it ideal for HTR.

My CTC loss uses WBS as its decoding mechanism. Beam search in general works by generating the translation word by word from left-to-right while keeping a fixed number (beam width) of active candidates at each time step. By increasing the beam width, the translation performance can increase at the expense of significantly reducing the decoder speed. WBS is a relatively new method that uses beam search restricted to a dictionary while allowing for non-alphanumeric characters between words and using a LM. WBS can use a variety of different methods with different degrees of complexity to score the beams:

- "Words": only use dictionary, no scoring: O(1)
- "NGrams": use dictionary and score beams with LM: O(log(W))
- "NGramsForecast": forecast (possible) next words and apply LM to these words: O(W*log(W))
- "NGramsForecastAndSample": restrict number of (possible) next words to at most 20 words: O(W)

The trainable hyperparameters for HTR with WBS are the beam width, the scoring mode, and the LM smoothing. I also used early stopping to prevent long runtimes when no progress was being made.

WBS outputs the beam scores for each possible character for every character position in each word it decodes. This output is of shape (length of possible text) x (batch size) x (number of possible
This beam score is how I derive my certainty of the decoded word. I used two methods to determine the certainty of a word: average top beam score of the word and average chosen character beam score of the word. The average top beam score of a word takes the top beam score for every character in a word (regardless of what character that beam score corresponds to) and divides by the length of the word. The average chosen character beam score takes the beam score of the chosen character for every character in a word and divides by the length of the word.

The trainable hyperparameters for this certainty section is which method to use and what threshold to choose for that method.

Finally, based on the certainty scores for each word in a sentence, I individually mask each word in the sentence with a score below the threshold and pass the masked text to BERT for prediction. This prediction of masked words is the same operation as the training method for BERT's encodings, the details of which are beyond this report.

5 Experiments/Results/Discussion

For my code HTR section, I draw heavily on the previous code bases of Sushant Gautam and Harald Scheidl [5, 19]. MY HTR begins with a 13 layer CNN with CONV and POOL layers and leaky ReLU activation some additional batch normalization. The layer breakdown is: a 5x5 CONV with 2x2 POOL, a 5x5 CONV with a 1x2 POOL, a 3x3 CONV with a 2x2 POOL with simple batch normalization, a 3x3 CONV, a 3x3 CONV with 2x2 POOL, a 3x3 CONV with 1x2 POOL and simple batch normalization, and lastly a 3x3 CONV with 1x2 POOL for a final output shape of 100x1x512. Next is a 2 layer BLSTM RNN with 512 hidden cells trained on a CTC loss. Finally I decode the RNN output using WBS.

For the HTR I used a mini-batch size of 50, which provided more data to be processed per batch and gave better results. For the trainable hyperparameters for HTR with WBS, I used a beam width of 20, the NGramsForecastAndSample scoring method, and an LM smoothing of 0.1. I chose these exact values empirically, but with some thought. I chose to use NGramsForecastAndSample because I wanted to take advantage of my data being lines of text and not individual words (NGramsForecast), but not ridiculously increase my runtime (NGramsForecastAndSample).

For the BERT masking and prediction, I used a wonderful library called FitBERT which takes a string with a single masked word and a list of options and uses BERT to predict the most likely fill in. The model of BERT used is the "large uncased" version.

My metrics for success were character error rate (CER), or the number of correct characters divided by the total number of characters, and the word error rate (WER), or the number of correct words divided by the total number of words.

Since my project has two components, I trained my models separately. I struggled a lot to achieve character and word error rates for the HTR portion that would even remotely allow for BERT to succeed. Despite training and training, and tuning hyperparameters all over the place, my CER
hovered at 30% and my WER at 80%. Finally I hit on the parameters described above and was able to move on to the certainty and BERT tuning. My HTR ultimately had a CER of 5.2512% and WER of 53.0769% on the test set.

Batch: 1 / 13
Ground truth -> Recognized
[ERR:50] "Courier knows what 's going on. If he doesn't mind"," -> "toe"
[ERR:41] "why should you?" "I see." John took the" -> "toe"
[ERR:43] "refilled glass and looked over the rim at his" -> "toe"
[ERR:48] "companion." You want me to talk, is that it?"" -> "toe"

Sample output of an early run on my HTR model. Outputs such as this made training the HTR difficult and slow.

Using the average top beam score method of certainty for BERT masking, my results were qualitatively the same as if I had not done any BERT masking at all. I found empirically that the best threshold was a score of 3, which resulted in a CER of 5.2832% but a WER of 52.7692%.

The average character beam score method did not fair as well. I found that qualitatively the model did worse at translating the texts than without a BERT mask. Essentially, I masked out words that the HTR would have gotten right and then BERT got them wrong. Empirically the best threshold was around -9, which resulted in a CER of 5.5491% and a WER of 54.0000%. This method may not have done as well because the individual characters of each word may not have had the best beam score since the beams were judged on a word, rather than character level.

Overall the addition of a BERT layer did not dramatically improve the performance of HTR but it did increase the runtime significantly. It is odd that my model performed better on the test set than the training validation set, but I believe this is due only to irregularities in the data and would be solved with an expanded dataset. I believe my model struggled with the dataset, which was short lines of text and not full sentences or paragraphs that BERT was trained on. I augmented the data in an attempt to increase my regularization but it did not help.

Sample output from the successful model run with average top scoring.

My code is at https://github.com/kiprin629/cs230_bh.git

6 Conclusion/Future Work

Overall my project investigated whether adding a BERT masking layer to HTR would improve character and word error rates. Based on an HTR network with a CNN to RNN to CTC loss with word beam search, adding a layer of BERT masking does not improve CER and very very minimally improves WER at the cost of significantly increased runtime.

Given more time in the future, I think this project would find more success if it was extended to HTR for paragraphs. This could be done by adding line segmentation and using full paragraphs of text as an input. Since BERT was trained on full sentences, this is likely to be the change that would most dramatically improve the accuracy. Additional metrics for masking words could be investigated, for example some measure of the certainty of the word that is compute on a word level rather than an average of the character-level beam scores. The image processing for the input data could be further developed to smooth out the background and handle real-time images. The BERT masking may be more successful if the code were extended to mask off more than one word at a time. I think also that the dataset could be updated to include a variety of handwriting types, since this dataset is older and many of the samples are in cursive.
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