DETERMINING FAMILIAL
RESEMBLANCE FROM FACE IMAGES

Kaushik Sah (ksah@stanford.edu)

1C5230

Dec 2019

Problem statement and data Examples of 15t Gen relationships, demonstrating diversity in age,
pose, lighting conditions, and ethnicity
» This project is based on familiar recognition and
verification task. Specifically we model parent-
child relationship through deep learning on facial
Images.

Mother — daughter

Mother — son

» Dataset used: Family In the Wild (FIW)'

» Downloaded data captures || relationships
across 3 generations for 1000 famous families,
5348 persons with total of 26541 face images.
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Loss and separation metrics with epochs

Separation metric distribution as box plot

Confusion matrix for verification task
Train/Validation Loss and Sepration metrics on Triplet Dataset
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Examples of Y/N classification (hard examples)
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