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A. Introduction
1. Motivation : Long term prediction is difficult.
— It requires a lot of information for analysis.
— The surrounding environment influences it.

2. Target : Short term of stock price prediction
Based on GAN, to apply the trader's
propensity.

3. Data: Price and basic indicators
— Price, Trading volume, Bollinger bands,
Directional movement index, etc.

B. Approach (Data + Preprocessing)

1. Stock data pair
- 94 different day data(47 stocks)
— 6.5 hours 1 minute data, stride(2)
total 16560 example

2. Challenges
- Collect the data based on time frame
- Make indicators

— Some value have 0-denominator
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C. Methods (Model /Loss/Evaluation)

Discriminator Loss = Vg, = 3 [logD(y") + log(1 — D(G(x") = ;“'3)]
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D. Evaluation Metric
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F. Future Work

1. Make more data set
Current: 16560
Future work : 2 million

2. Split hyper parameter

3. Split time interval
Current: previous 20
Future work : 10,15,25
[unit: minutes]

E. Result and Discussion

[Correctly Preclicted : 55.1%] [Incorrectly Predicted : 44.9%)
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1. Result

- Same level of predictionas LSTM

- Based on hyper parameter tuning get better result.

- Accuracy : Can not predict the rapid increase of stock price change
2. Issues

- Lack of training data set — Because of Training time limitation
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