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Images evoke human emotions, such
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standardized normative emotional
ratings. This projects goal is to build
a CNN model and train it over the
OASIS dataset in order to be able to
predict such emotional
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