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We used Cityscapes and KITTI, which are loaded into the model with 
a fixed width of 1024 pixels. [4, 5] All videos are 3-channel RGB. The 
data was preprocessed using NVIDIA’s 35-class image segmentation 
algorithm to create segmentation masks as inputs into Vid2Vid. [6]

Fig 3.Vid2Vid output with Cityscapes segmentation masks as input (left); Vid2Vid output 
with KITTI segmentation masks as input (right), pretrained network on Cityscapes. [1]

The above result demonstrates that our scheme of using SSIM 
and MSE resulted in severe image degradation and checkerboard 
artifacts across the image. However, frame-to-frame object 
tracking remains fairly realistic.

Next steps for this study would be to further investigate the 
creation of a custom loss function with a generated image. As 
seen in our results, the loss functions provided by Pytorch are 
not suitable for this purpose. The qualitative improvement of the 
output when training with the SSIM loss function for more 
iterations indicates that further studies can be conducted on an 
increase in training time. 

Finding a loss function that is both convex with respect to the 
parameters of optimization and captures the qualitative criterion 
of “realistic-ness” is a formidable mathematical challenge, but 
could potentially yield significant performance improvements.
 

Although fine-tuning a model based on a modified objective 
function has precedent, the results show that, the output of the 
network was still far from an actual dashcam video despite 
decreases in our loss. Quantitatively, our results show some 
overfitting when using SSIM over MSE.

NVIDIA has created a Vid2Vid model using GANs to take video 
input and generate video which matches the input in the style of 
training videos. [1] Vid2Vid lacks the ability to generalize to 
arbitrary city scenes though, as it only learns how to draw one of 
the particular styles seen in training. Rather than retraining the 
network each time with representative city images, we propose 
a method inspired by neural transfer. Given an input 
segmentation map, we minimize some distance metric between 
the ground truth image and the generated image.

The original Vid2Vid model is trained using an adversarial  training 
scheme typical to generative adversarial networks (GANs), in 
which the generator attempts to learn the distribution of real 
images given segmentation masks, optical flow between images, 
and previous frames, and the discriminator attempts to separate 
generated from real images. 
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Fig 4. Vid2Vid output using Pytorch structural Similarity (SSIM) loss function, trained for 10 epochs

Fig 5. Vid2Vid output using Pytorch Mean Squared Error (MSE)  loss function, trained for 10 epochs

Fig 1. Sample Image from the KITTI Dataset [5] 

Fig. 7: Markov assumption of generator

The generator G attempts to learn this distribution p(x | s), where x 
is the generated image and s is the segmentation mask, using the 
Markov assumption that a frame at timestep T is dependent only on 
the segmentation masks and generated images L timesteps into the 
past. (Fig 7) We thus model G as a function x’ = G(X, S): given 
segmentation masks S, synthesize next frame x’. We compare it to 
ground truth image x using our distance metric J, and optimize using 
ADAM based on this problem. (Fig. 8)

Fig 8: Our optimization problem
In our transfer learning approach, 
we are refining the generator, so 
we use the same input features as 
Vid2Vid. The architecture for 
optical flow was already included 
within Vid2Vid; we found a 
pretrained segmentation network 
to generate those features.

Fig 2. Sample segmentation mask generated from 
Cityscapes dataset

Fig. 6: Vid2Vid Generator Architecture [1]

Wang et. al. adopts a coarse-to-fine 
approach, training generators at 
multiple scales [1]. The outputs of 
smaller networks are concatenated 
with a selected layer in the 
larger-scale network. (Fig. 6)

Our choices of loss function may 
have also led to non-realistic 
results. The difficulty with training 
for SSIM was that loss did not 
monotonically decrease (Fig. 9); 
however, MSE has the problem 
that non-realistic (warped) images 
can achieve high MSE without 
looking realistic. [3] Fig 9. Loss curve over 50 epochs showing 

non-monotonicity; MSE (above) vs. SSIM (below).


