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pictures using We uses OpenCV Face Detection Neural "
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performance of our model source Epoc Copped Prefaned BT gl * CycleGAN could work well in baby face
o odels. It takes  UTKFace 155 No No | . generation. The quality of dataset and data

2 UTKFace 10 Yes No preprocessing could influence the performance
parents facesoran . i o significantly. Transfer learning from similar model
adult face and ) — 155 Yes Yes '

could help with training.

generates the baby .

style face of the * The generated pictures are not perfect. We could
morphed parents try with large training set.

adult face.
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https://youtu.be/dk1Qi7f-L9Y

