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Introduction

The ease of manipulation of digital data through editing/cropping tools such
as photoshop and photoeditor etc has often negatively impacted the infor-
mation credibility. While several successful cases for forgery detection [3,
6] have been demonstrated [5, 7], progress for a generic detection technique
development has been stagnant due to two main reasons. One, there are vari-
ous fundamentally different forgery types. Two, it’s difficult to pin point the
location of forged regions. [3, 5, 6,7, 9].

Category Features/Models | #Parameters | Forgery Types
ML [4] CFA <10 S,CM,R
ML |[11] ELA <10 S,CM, R
ML [8] NOI <10 S,CM,R
DL [1] Bayar ~20M S
DL [2] SRM ~50k S,.CM,R
DL |[10] Artificial ™ S.CM, R, E

S:splicing, CM: copy-move, R: removal, E: enhancement

Here, we report on a light-weight ( Sk and 700k) parameters) VGG-derived
convolutional neural network architecture that allows for image level forgery
detection with an accuracy of 91% and AUC of 85% on test data and for 93%
and AUC of 79% pixel level forgery detection.

Dataset and Features

All of the data was obtained from

Dataset | forged images | forged pixels The Image Manipulation Dataset !
Train | 31.09% 9.10% and the COCO Dataset 2. A total
Devl | 2920%% | 842% | 410000 images (224 pixels x 224
,_Iom.ﬂ 1 30.20% 8.02% pixels) were obtained, and split into
Train 2 98.39% 16.13% train set, development set, and test
Dev2 97.13% 16.85% set as 8:1:1. In this work, forgery

types include a) copy-move, b) locally enhance, c) splicing.
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Image Level Forgery Identification

Following VGG network architecture, using a far to near approach, we built
our network as below. For training, images were into 56x56 smaller patches

to augment training sample number.
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We augmented training data by manually enhanc-
ing local pixel colors via multiplying a random
coefficient to the local pixel values (a.k.a. en-
hancement) in non-private regions (Train 1 to
Train 2) to increase forged image sample and
pixel ratio and achieved better performance on
the same test data. This suggests that our clas-
sification network was able to capture the com-
mon features shared between different manipulation
types.

b, augmented data

By adjusting the hyperparame-
ters, including the learning rate
and the optimizer, we found
that adam with the initial learn-
, ing rate of 0.001 gave the high-
& K est training accuracy and lowest
loss.

Pixel Level Image Forgery Localization

In the image level forgery identification network, the pooling layers condense
the spatial information down to fewer pixels for final classification; to achieve
pixel wise prediction, the pooling layers were discarded, producing a pixel-
wise feature extractor. The feature extractor is then fed into a local anomaly
detection network proposed by Wu’s [11] paper.
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Our full model achieves better performance than the untrained model from
[10] and similar performance to the partially trained one. To avoid the po-
tential problem of vanishing gradients and to expedite the training process,
we’ve also modified the network in C by adding shortcut paths every two
convolution layers in the intermediate blocks (Model D) and have found sim-
ilar performance within less training time.

Model Trained Parameters Accuracy | AUC
ManTraNet 0 (7 M in total) 0.93 0.67
LADN trained ManTraNet|0.2 M (7M in total) 091 ]0.798
Our Model 0.27M (0.27 Min total)| 0.92 |0.794
Our model with ResNet  |0.27 M (0.27 M in total)|  0.93 0.78

Our full model is demonstrated as below, sol
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Conclusion and Future Work

Here we deliver a light-weight network architecture that achieves high perfor-
mance in both image level identification and pixel level localization. Future
effort can be focused on condensing the LADN network, as well as incor-
porating more features by using filtering kernels generating features such as
CFA, EIA to improve network performance.
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