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Abstract

In 2017, over three billion passwords were stolen, compromising enormous quantities of sensitive data. In order to augment the security flaws presented by traditional password-based security systems, we applied a deep neural network architecture to leverage the subtle biometric variation in the typing patterns between individuals. We sought to determine the authenticity of a password attempt based on both the accuracy of the password entered, and on the manner in which the user typed the password. Our results indicate a high level of performance, including (crucially) a 0% false-positive rate, 98% overall accuracy, and a 3% false-negative rate, achieved through a 7-layer dense neural network architecture.

Results

We measure the model’s performance on two datasets. One dataset was the CMU Keystroke Dynamics Benchmark Dataset. The other consisted of the CMU dataset merged with data that we collected ourselves. We refer to this as ‘Augmented Data’. More information on these datasets can be found in the data collection section.

Data Collection & Feature Extraction

We were fortunate to have access to the CMU Keystroke Dynamics Benchmark dataset, which we were able to pre-process into the format outlined below. This dataset consists of 500 password attempts from 51 participants. Ideally, we would have liked more data than this for more thorough validation, but unfortunately, we were unable to find a more comprehensive dataset.

In an effort to acquire more data, and also to demonstrate real-world potential, we also collected our own data using Python’s pynput library. We combined the CMU data, and data from ourselves, into one augmented dataset.

For feature extraction on the raw data, we took inspiration from the work of Moskovitch et al. and settled on the following parameterization. For a sequence of n keystrokes we collect three normalized datapoints for each pair of adjacent keys k and k+1 in a sequence. We collect the ‘hold’ time (how long a single key is held down), the ‘up-down’ time (the time between when one key is released, and the next is pressed) and the down-down time (the time from when one key is pressed to when the next is pressed. For the trivial case of a password being blank, the above expression represents this encoding.

Discussion & Future Work

We note that our model outperformed that of Sungzoon Cho et al., matching the 0% false-acceptance rate (which, again, is critical in predictive authentication algorithms) but also reducing the false-rejection rate to far below 1%. As such, our DNN model is a confident step forward in the advancement of predictive biometric typing algorithms.

One area for improvement here is to investigate how the model adapts to variable passwords. Currently, the model has only been tested on the password ‘tie5Roanl’. There are open questions about how the model might adapt to passwords of different lengths, or passwords that contain more character repetitions, etc. If we had access to a more sophisticated dataset, we would be able to provide more insight into what might need to be tweaked, but unfortunately no such dataset is available.

Moreover, in a practical implementation of this software, it would be infeasible to ask the user to enter their password 400 times. As such, an important and interesting question to explore is to ascertain how many times a user needs to enter the password before the results are acceptable, and moreover, to establish if we could continue to refine our estimates as user typing may continue to evolve.
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In training the model, we used the standard Adam Optimization algorithm on mini-batches of size 48, with a learning rate of 0.001. We allow the model to train for a maximum of 50 epochs. However, we instituted an early-stopping callback on the validation set accuracy with a patience setting of six. The training process usually trains for around 25-30 epochs before stopping.