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Abstract

In this project, we attempted to solve category classification of clothing items
across large number of classes by using Clothing categories and Attributes
dataset from DeepFashion [2] for training and validation. SOTA work for
fashion uses DeepFashion [2] data along with CNN architectures like VGG-19.
In our approach, we used VGG-16 and Resnet-50 architectures along with
optimizations to improve performance. We got the best performance number
of 75.4% accuracy with Resnet-50 based network. We also investigated
visualization in order to analyze the efficacy of our network architecture.

1 Introduction

Online shopping for fashion items is a complex multi-step process. Part of the problem lies
in incorrect annotations associated with a particular item like mismatches in style, fabric
quality, color, etc. This problem can be solved by automating detailed attribute annotation
and categorization of clothing items with high accuracy. The state of art approach for solving
this problem uses Attention Network [2] based grammar for landmarks, which further refines
the category classification along with attribute prediction.

We propose to achieve the performance as the state of art through experimentation with
some popular base networks like VGG-16 and Resnet-v3,v4. The dataset we are using is
called DeepFashion [2] which has over 290,000 images with rich attributes, landmark and
category annotation.

2 Related work

After looking at various computer vision literature [1, 2, 3] in this space it becomes exceedingly
clear that each of these problem areas can be modeled as various stages of a deep learning
pipeline. In the paper titled “Attentive fashion grammar network” [1] authors have coded a
novel deep learning pipeline for fashion related items. The present solution has attempted to
address the problem with attention and grammar based networks, using various intuitive
relationships between attributes. In the deepfashion paper, the authors have used clothing
landmark and attribute prediction and further pool them to generate category classification
prediction. The baseline network used in their FashioNet architecture is VGG-16.

3 Dataset and Features

The DeepFashion dataset [2] has around 290,000 clothing images. Each image is annotated
with categories, attributes, bounding boxes and landmarks. Following is how the dataset has
been split for training and testing:

*Use footnote for providing further information about author (webpage, alternative address)—not
for acknowledging funding agencies.

(CS230: Deep Learning, Winter 2018, Stanford University, CA. (LateX template borrowed from
NIPS 2017.)





















