Voice Accent Transfer Using Recurrent Neural
Networks on Spectrograms

Henry F. Wang
Department of Computer Science
Stanford University
henryfw(@stanford.edu

Abstract

We investigate transferring one voice accent to another voice accent using a recurrent neutral network. We
start by synthetically generating spectrograms of single words spoken in both American and British
voices. The spectrogram image pairs are treated as time-series data and trained in a two-layer recurrent
neural network. We present the successful results of our research.

1 Introduction

The goal of this project is to be able to transfer speech from the American accent to the British accent by
using a RNN model. Input data are spectrogram images of computer synthesized words in American
accent. The training labels are corresponding spectrogram images of computer synthesized words in
British accent. We use a two-layer recurrent neural network with two fully connected layers at each time
step to generate British accented spectrogram images from American accented spectrogram images.

A spectrogram is a visual representation of speech. The x-axis represents time, the y-axis represents pitch,
and the value at the x-y coordinate represents the amplitude. The Griffin-Lim algorithm is used to convert
the spectrogram back to audio waveform.

2 Related Work

Speech generation using custom voices has been explored in WaveNet [1] by using stacked dilated causal
convolutions at the waveform level. The WaveNet model is able to capture the characteristics of over a
hundred speaks in one model. One drawback of WaveNet is that it requires pre-processed linguistic
features to generate speech.

The state-of-the-art Deep Voice [2] is a standalone system for text-to-speech, consisting of 5 models: a
segmentation model for locating phoneme boundaries, a grapheme-to-phoneme conversion model, a
phoneme duration prediction model, a fundamental frequency prediction model, and an audio synthesis
model that takes WaveNet even further by requiring fewer parameters and offering faster training.

Tacotron [2] is another standalone system for speech generation. It does not require annotated phonemes
for training. Tacotron uses RNN based encoder and decoder to generate spectrograms.

Amy Bearman, et al. explored accent conversion using neural networks [4]. Mel-frequency cepstral
coefficients (MFCC) are extracted from parallel utterances from American, Indian, and Scottish English
and used in a two-layer dense neural network. The paper explored using RNN models, but did not find
promising results.


















