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Abstract

In this work, we classify political affiliation from tweets using a convolutional neural network
(CNN) and a long-short-term-memory network with attention (LSTM-Attn). The balanced dataset
that we use to train the models on contains 86,460 labeled tweets from Republican and Democrat
congressmen. After hyperparameter tuning on both models, the CNN model achieves a test set
classification accuracy of 82.4% and the LSTM-Attn. model achieves an accuracy of 84.1%. We also
experiment with gated recurrent units (GRU) and bidirectional variants of both LSTM’s and GRU’s
and report the performance of each. We find that the LSTM-Attn. model (the higher performing
model) correctly classifies the tweets that politically-informed humans could also correctly classify,
but struggles to classify short tweets, tweets with multiple people mentioned, and tweets with no
political content. (Github Link: https://github.com/icoen/CS230P)

1 Introduction

The knowledge of public opinion is an extremely powerful tool. Companies with public opinion knowledge can use it
to decide what products to create and how to best market them. Governments can use public opinion knowledge, such
as political affiliation, approval level, and general interests, to determine how to best serve their constituents. In today’s
political climate especially, there appears to be a large disconnect between politicians and citizens. Improved opinion
surveying could remedy this disconnect.

Currently, opinion polls are used to gauge public opinion, which only sample a small portion of a population. However,
it is difficult to determine the opinions of large populations, such as that of an entire state. Opinion polls are carefully
designed such that they try to sample a representative sample of the entire population and that they report confidence
levels and other statistical measures, but extrapolation to the whole population is still an inherent flaw.

For this project, we use Deep Learning to build a framework that may survey the opinions of a large population.
Specifically, we designed a political orientation classifier that takes a Twitter tweet as an input and classifies it as being
Republican or Democrat based on the contents of the tweet. We implemented two different models to accomplish this
task: a convolutional network (CNN), and a long-short-term-memory (LSTM) network with attention. Each model and
its respective performance is described in more detail in the following sections.

2 Related work

In recent years, there have been many published works on political party classification using both Deep Learning
and non-Deep Learning methods. Bakliwal et al. (2013) performed sentiment classification of political tweets using
support-vector-machines (SVM) and achieved 61.5% accuracy in a 5-class sentiment classification test [1]. However,
the tweet labels were labeled by “political experts” and are thus subjective. Ding et al. (2016) performed both sentiment
classification and political party classification using Naive Bayes, logistic regression, SVM, and decision tree classifiers
on a small training and development dataset. The Naive Bayes model achieved approximately 77% accuracy on
sentiment analysis using 187 handpicked tweets while the SVM achieved 82% accuracy on political party classification
using 117 handpicked tweets during the three presidential debates[2]. Biessmann et al. used a multinomial (k political
parties, in Germany) logistic regression to classify political affiliation, achieving around 76% accuracy on Facebook
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