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Abstract

The long-term motivation of this work is to create a computer vision system that
tracks tennis players, and identifies their actions on real-time video data. A first
step is to properly identify tennis strokes. In order to achieve this, we employ
deep learning architectures. In particular, we compare different methods of feature
generation, and different RNN architectures for processing time-series data. We
generate features using two different techniques. One method employs a pre-trained
CNN and the second method captures optical flow. We feed these features into
RNN networks with LSTM units in order to compare how well each approach
classifies videos of players performing tennis strokes. We achieve the best results
by feeding features generated from a pre-trained CNN into a many-to-many LSTM
network, and averaging the softmax outputs to classify videos.

1 Introduction

The goal of this project is to apply deep learning to action recognition in tennis, with the ultimate goal
of exploring effective methods for automatic video annotation in sports. We explore two methods of
generating features from video data: pre-trained CNNs and optical flow. We utilize these features in
conjunction with RNN networks in order to perform action recognition in tennis. We use two types
of RNN architectures. The first is a many-to-many LSTM network, in which predictions are made
by averaging the softmax probabilities produced by the LSTM at each timestep, and the second is
a many-to-one LSTM. The ability to automatically annotate tennis matches has great potential for
providing invaluable tools to tennis players for collecting data about their hitting form, and to allow
sports broadcasters to give fans insight into trends from major tennis matches. For our particular
project, the inputs are a series of images from a video of a tennis player hitting a stroke, and the
output is the class of tennis stroke that the player performs in the video.

2 Dataset and Features

The THree Dimensionsal Tennis (THETIS) dataset used in this project comprises of approximately
8734 video clips in AVI format containing RGB, depth, and 2D/3D skeleton data.[1]. For the purposes
of this project, we utilize all 1980 videos containing RGB data. Each video contains approximately
80 frames, sized 640 x 480 pixels. In each video clip, a player performs one of up to 12 classes of
tennis strokes. Example strokes include: forehand, backhand, service, and smash.

In this project, we down-sample each video to 16 frames. Before feature extraction, we preprocess
each video frame by normalizing each RGB pixel value by the mean and standard deviation across the
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